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ПРЕДИСЛОВИЕ


Методические указания для студентов по выполнению практических работ  адресованы  студентам очной, заочной и заочной с элементами дистанционных технологий формы обучения.


Методические указания созданы в помощь для работы на занятиях, подготовки к практическим работам, правильного составления отчетов.


Приступая к выполнению практической работы, необходимо внимательно прочитать цель работы, ознакомиться с требованиями к уровню подготовки в соответствии с федеральными государственными стандартами (ФГОС), краткими теоретическими сведениями, выполнить задания работы, ответить на контрольные вопросы для закрепления теоретического материала и сделать выводы. 


Отчет о практической работе  необходимо выполнить и сдать в срок, установленный преподавателем. 


Наличие положительной оценки по практическим работам необходимо для получения экзамена  по дисциплине, поэтому в случае отсутствия студента на уроке по любой причине или получения неудовлетворительной оценки за лабораторную работу  необходимо найти время для ее выполнения или пересдачи.

Правила выполнения практических работ


1. Студент должен прийти на практическое занятие подготовленным к выполнению практической работы.


2. После проведения практической работы студент должен представить отчет о проделанной работе.


3. Отчет о проделанной работе следует выполнять в журнале практических работ на листах формата А4 с одной стороны листа.

Оценку по практической работе студент получает, если:

- студентом работа выполнена в полном объеме;

- студент может пояснить выполнение любого этапа работы;

- отчет выполнен в соответствии с требованиями к выполнению работы;

- студент отвечает на контрольные вопросы на удовлетворительную оценку и выше.


Зачет по выполнению практических работ студент получает при условии выполнения всех предусмотренных программой практических работ после сдачи журнала с отчетами по работам и оценкам.

Внимание! Если в процессе подготовки к практическим работам или при решении задач возникают вопросы, разрешить которые самостоятельно не удается, необходимо обратиться к преподавателю для получения разъяснений или указаний в дни проведения дополнительных занятий. 

Обеспеченность занятия:
1. Учебно-методическая литература:

Федорова Г.И. Разработка, внедрение и адаптация программного обеспечения отраслевой направленности. Учебное пособие. Изд.: КУРС, Инфра-М.  Среднее профессиональное образование. 2016 г. 
2. Карандаш простой.

3. Калькулятор инженерный

Порядок выполнения отчета по практической работе

1. Ознакомиться с теоретическим материалом по практической  работе.

2. Записать краткий конспект теоретической части.

3. Выполнить предложенное задание согласно варианту по списку группы.

4. Продемонстрировать результаты выполнения предложенных заданий преподавателю.

5. Ответить на контрольные вопросы.

6. Записать выводы о проделанной работе.

Практическая работа № 1,2.

Корпоративная сеть. Задачи администратора. Отличия от сетей отдела и кампуса.

1. Цель работы: 

1.1 Изучить корпоративную сеть, сеть отдела, сеть кампуса. Задачи администратора.

Образовательные результаты, заявленные во ФГОС третьего поколения:

Студент должен 

уметь: 

 - осуществлять сборки различных видов серверов;

- выполнять установку программного обеспечения
знать: 

- программно-аппаратные ресурсы;

- принцип действия систем и устройств
2. Пояснение к работе

2.1 Краткие теоретические сведения

Корпоративная сеть - система, обеспечивающая передачу информации между различными приложениями, используемыми в системе корпорации. Корпоративная сеть представляет собой сеть отдельной организации. Корпоративной сетью считается любая сеть, работающая по протоколу TCP/IP и использующая коммуникационные стандарты Интернета, а также сервисные приложения, обеспечивающие доставку данных пользователям сети. Например, предприятие может создать сервер Web для публикации объявлений, производственных графиков и других служебных документов. Служащие осуществляют доступ к необходимым документам с помощью средств просмотра Web.
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Рис 1 Корпоративные сети

Корпоративная сеть, как правило, является территориально распределенной, т.е. объединяющей офисы, подразделения и другие структуры, находящиеся на значительном удалении друг от друга. Принципы, по которым строится корпоративная сеть, достаточно сильно отличаются от тех, что используются при создании локальной сети. Это ограничение является принципиальным, и при проектировании корпоративной сети следует предпринимать все меры для минимизации объемов передаваемых данных. В остальном же корпоративная сеть не должна вносить ограничений на то, какие именно приложения и каким образом обрабатывают переносимую по ней информацию.

Процесс создания корпоративной информационной системы

Можно выделить основные этапы процесса создания корпоративной информационной системы:

провести информационное обследование организации;

по результатам обследования выбрать архитектуру системы и аппаратно-программные средства ее реализации. по результатам обследования выбрать и/или разработать ключевые компоненты информационной системы;

система управления корпоративной базой данных;

система автоматизации деловых операций и документооборота;

система управления электронными документами;

специальные программные средства;

системы поддержки принятия решений.

Задачи и цели сетевого администрирования.

Современные корпоративные информационные системы по своей природе всегда являются распределенными системами. Рабочие станции пользователей, серверы приложений, серверы баз данных и прочие сетевые узлы распределены по большой территории. В крупной компании офисы и площадки соединены различными видами коммуникаций, использующих различные технологии и сетевые устройства. Главная задача сетевого администратора — обеспечить надежную, бесперебойную, производительную и безопасную работу всей этой сложной системы.

Сеть как совокупность программных, аппаратных и коммуникационных средств, обеспечивающих эффективное распределение вычислительных ресурсов. Все сети можно условно разделить на 3 категории:

· локальные сети (LAN, Local Area Network);

· глобальные сети (WAN, Wide Area Network);

· городские сети (MAN, Metropolitan Area Network).

Глобальные сети позволяют организовать взаимодействие между абонентами на больших расстояниях. Эти сети работают на относительно низких скоростях и могут вносить значительные задержки в передачу информации. Протяженность глобальных сетей может составлять тысячи километров. Поэтому они так или иначе интегрированы с сетями масштаба страны.

Городские сети позволяют взаимодействовать на территориальных образованиях меньших размеров и работают на скоростях от средних до высоких. Они меньше замедляют передачу данных, чем глобальные, но не могут обеспечить высокоскоростное взаимодействие на больших расстояниях. Протяженность городских сетей находится в пределах от нескольких километров до десятков и сотен километров.

Локальные сети обеспечивают наивысшую скорость обмена информацией между компьютерами. Типичная локальная сеть занимает пространство в одно здание. Протяженность локальных сетей составляет около одного километра. Их основное назначение состоит в объединении пользователей (как правило, одной компании или организации) для совместной работы.

Механизмы передачи данных в локальных и глобальных сетях существенно отличаются. Глобальные сети ориентированы на соединение — до начала передачи данных между абонентами устанавливается соединение (сеанс). В локальных сетях используются методы, не требующие предварительной установки соединения, — пакет с данными посылается без подтверждения готовности получателя к обмену.

Кроме разницы в скорости передачи данных, между этими категориями сетей существуют и другие отличия. В локальных сетях каждый компьютер имеет сетевой адаптер, который соединяет его со средой передачи. Городские сети содержат активные коммутирующие устройства, а глобальные сети обычно состоят из групп мощных маршрутизаторов пакетов, объединенных каналами связи. Кроме того, сети могут быть частными или сетями общего пользования.

Сетевая инфраструктура строится из различных компонентов, которые условно можно разнести по следующим уровням:

· кабельная система и средства коммуникаций;

· активное сетевое оборудование;

· сетевые протоколы;

· сетевые службы;

· сетевые приложения.

Каждый из этих уровней может состоять из различных подуровней и компонент. Например, кабельные системы могут быть построены на основе коаксиального кабеля ("толстого" или тонкого"), витой пары (экранированной и неэкранированной), оптоволокна. Активное сетевое оборудование включает в себя такие виды устройств, как повторители (репитеры), мосты, концентраторы, коммутаторы, маршрутизаторы. В корпоративной сети может быть использован богатый набор сетевых протоколов: TCP/IP, SPX/IPX, NetBEUI, AppleTalk и др.

Основу работы сети составляют так называемые сетевые службы (или сервисы). Базовый набор сетевых служб любой корпоративной сети состоит из следующих служб:

1. службы сетевой инфраструктуры DNS, DHCP, WINS;

2. службы файлов и печати;

3. службы каталогов (например, Novell NDS, MS Active Directory);

4. службы обмена сообщениями;

5. службы доступа к базам данных.

Самый верхний уровень функционирования сети — сетевые приложения.

Сеть позволяет легко взаимодействовать друг с другом самым различным видам компьютерных систем благодаря стандартизованным методам передачи данных, которые позволяют скрыть от пользователя все многообразие сетей и машин.

Все устройства, работающие в одной сети, должны общаться на одном языке – передавать данные в соответствии с общеизвестным алгоритмом в формате, который будет понят другими устройствами. Стандарты – ключевой фактор при объединении сетей.

Для более строгого описания работы сети разработаны специальные модели. В настоящее время общепринятыми моделями являются модель OSI (Open System Interconnection) и модель TCP/IP (или модель DARPA). Обе модели будут рассмотрены в данном разделе ниже.

Прежде чем определить задачи сетевого администрирования в сложной распределенной корпоративной сети, сформулируем определение термина "корпоративная сеть" (КС). Слово "корпорация" означает объединение предприятий, работающих под централизованным управлением и решающих общие задачи. Корпорация является сложной, многопрофильной структурой и вследствие этого имеет распределенную иерархическую систему управления. Кроме того, предприятия, отделения и административные офисы, входящие в корпорацию, как правило, расположены на достаточном удалении друг от друга. Для централизованного управления таким объединением предприятий используется корпоративная сеть.

Основная задача КС заключается в обеспечении передачи информации между различными приложениями, используемыми в организации. Под приложением понимается программное обеспечение, которое непосредственно нужно пользователю, например, бухгалтерская программа, программа обработки текстов, электронная почта и т.д. Корпоративная сеть позволяет взаимодействовать приложениям, зачастую расположенным в географически различных областях, и обеспечивает доступ к ним удаленных пользователей. На рис.2 показана обобщенная функциональная схема корпоративной сети.

Обязательным компонентом корпоративной сети являются локальные сети, связанные между собой.

В общем случае КС состоит из различных отделений, объединенных сетями связи. Они могут быть глобальными (WAN) или городскими (MAN).
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Рис. 2.  Обобщенная схема КС

Задачи сетевого администрирования в сложной распределенной КС:
1. Планирование сети.

Несмотря на то, что планированием и монтажом больших сетей обычно занимаются специализированные компании-интеграторы, сетевому администратору часто приходится планировать определенные изменения в структуре сети — добавление новых рабочих мест, добавление или удаление сетевых протоколов, добавление или удаление сетевых служб, установка серверов, разбиение сети на сегменты и т.д. Данные работы должны быть тщательно спланированы, чтобы новые устройства, узлы или протоколы включались в сеть или исключались из нее без нарушения целостности сети, без снижения производительности, без нарушения инфраструктуры сетевых протоколов, служб и приложений.

2. Установка и настройка сетевых узлов (устройств активного сетевого оборудования, персональных компьютеров, серверов, средств коммуникаций).

Данные работы могут включать в себя — замену сетевого адаптера в ПК с соответствующими настройками компьютера, перенос сетевого узла (ПК, сервера, активного оборудования) в другую подсеть с соответствующим изменениями сетевых параметров узла, добавление или замена сетевого принтера с соответствующей настройкой рабочих мест.

3. Установка и настройка сетевых протоколов.

Данная задача включает в себя выполнение таких работ — планирование и настройка базовых сетевых протоколов корпоративной сети, тестирование работы сетевых протоколов, определение оптимальных конфигураций протоколов.

4. Установка и настройка сетевых служб.

Корпоративная сеть может содержать большой набор сетевых служб. Кратко перечислим основные задачи администрирования сетевых служб:

· установка и настройка служб сетевой инфраструктуры (службы DNS, DHCP, WINS, службы маршрутизации, удаленного доступа и виртуальных частных сетей);

· установка и настройка служб файлов и печати, которые в настоящее время составляют значительную часть всех сетевых служб;

· администрирование служб каталогов (Novell NDS, Microsoft Active Directory), составляющих основу корпоративной системы безопасности и управления доступом к сетевым ресурсам;

· администрирование служб обмена сообщениями (системы электронной почты);

· администрирование служб доступа к базам данных.

5. Поиск неисправностей.

Сетевой администратор должен уметь обнаруживать широкий спектр неисправностей — от неисправного сетевого адаптера на рабочей станции пользователя до сбоев отдельных портов коммутаторов и маршрутизаторов, а также неправильные настройки сетевых протоколов и служб.

6. Поиск узких мест сети и повышения эффективности работы сети.

В задачу сетевого администрирования входит анализ работы сети и определение наиболее узких мест, требующих либо замены сетевого оборудования, либо модернизации рабочих мест, либо изменения конфигурации отдельных сегментов сети.

7. Мониторинг сетевых узлов.

Мониторинг сетевых узлов включает в себя наблюдение за функционированием сетевых узлов и корректностью выполнения возложенных на данные узлы функций.

8. Мониторинг сетевого трафика.

Мониторинг сетевого трафика позволяет обнаружить и ликвидировать различные виды проблем: высокую загруженность отдельных сетевых сегментов, чрезмерную загруженность отдельных сетевых устройств, сбои в работе сетевых адаптеров или портов сетевых устройств, нежелательную активность или атаки злоумышленников (распространение вирусов, атаки хакеров и др.).

9. Обеспечение защиты данных.

Защита данных включает в себя большой набор различных задач: резервное копирование и восстановление данных, разработка и осуществление политик безопасности учетных записей пользователей и сетевых служб (требования к сложности паролей, частота смены паролей), построение защищенных коммуникаций (применение протокола IPSec, построение виртуальных частных сетей, защита беспроводных сетей), планирование, внедрение и обслуживание инфраструктуры открытых ключей (PKI).

Сети отделов, кампусов и корпораций

Сети отделов - это сети, которые используются сравнительно небольшой группой сотрудников, работающих в одном отделе предприятия. Эти сотрудники решают некоторые общие задачи, например ведут бухгалтерский учет или занимаются маркетингом. Считается, что отдел может насчитывать до 100-150 сотрудников.

Главной целью сети отдела является разделение локальных ресурсов, таких как приложения, данные, лазерные принтеры и модемы. Обычно сети отделов имеют один или два файловых сервера и не более тридцати пользователей (рис. 1.31). Сети отделов обычно не разделяются на подсети. В этих сетях локализуется большая часть трафика предприятия. Сети отделов обычно создаются на основе какой-либо одной сетевой технологии - Ethernet, Token Ring. Для такой сети характерен один или, максимум, два типа операционных систем. Чаще всего - это сеть с выделенным сервером, например NetWare, хотя небольшое количество пользователей делает возможным использование одноранговых сетевых ОС, таких, например, как Windows 95.

[image: image4.jpg]owiinonu copnep
‘Copep noame
Capaep nowromosnih

Nosopruh rpwirep

R

ARR

Garcon copeep

Paows cravum nonssossreneh




Рис. 3. Пример сети масштаба отдела
Задачи управления сетью на уровне отдела относительно просты: добавление новых пользователей, устранение простых отказов, инсталляция новых узлов и установка новых версий программного обеспечения. Такой сетью может управлять сотрудник, посвящающий обязанностям администратора только часть своего времени. Чаще всего администратор сети отдела не имеет специальной подготовки, но является тем человеком в отделе, который лучше всех разбирается в компьютерах, и само собой получается так, что он занимается администрированием сети.

Существует и другой тип сетей, близкий к сетям отделов, - сети рабочих групп. К таким сетям относят совсем небольшие сети, включающие до 10-20 компьютеров, Характеристики сетей рабочих групп практически не отличаются от описанных выше характеристик сетей отделов. Такие свойства, как простота сети и однородность, здесь проявляются в наибольшей степени, в то время как сети отделов могут приближаться в некоторых случаях к следующему по масштабу типу сетей - сетям кампусов.

Сети кампусов

Сети кампусов получили свое название от английского слова campus - студенческий городок. Именно на территории университетских городков часто возникала необходимость объединения нескольких мелких сетей в одну большую сеть. Сейчас это название не связывают со студенческими городками, а используют для обозначения сетей любых предприятий и организаций.

Главными особенностями сетей кампусов являются следующие (рис. 4). Сети этого типа объединяют множество сетей различных отделов одного предприятия в пределах отдельного здания или в пределах одной территории, покрывающей площадь в несколько квадратных километров. При этом глобальные соединения в сетях кампусов не используются. Службы такой сети включают взаимодействие между сетями отделов, доступ к общим базам данных предприятия, доступ к общим факс-серверам, высокоскоростным модемам и высокоскоростным принтерам. В результате сотрудники каждого отдела предприятия получают доступ к некоторьм файлам и ресурсам сетей других отделов. Важной службой, предоставляемой сетями кампусов, стал доступ к корпоративным базам данных независимо от того, на каких типах компьютеров они располагаются.
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Рис. 4. Пример сети кампуса
Именно на уровне сети кампуса возникают проблемы интеграции неоднородного аппаратного и программного обеспечения. Типы компьютеров, сетевых операционных систем, сетевого аппаратного обеспечения могут отличаться в каждом отделе. Отсюда вытекают сложности управления сетями кампусов. Администраторы должны быть в этом случае более квалифицированными, а средства оперативного управления сетью - более совершенными.

Табл. 1. Отличия корпоративной сети от сетей отдела и кампуса

	Сеть отдела
	Сеть кампуса

	
	


3.Задание

3.1 Изучить схему корпоративной сети;

3.1 Законспектировать краткие теоретические сведения.

4. Работа в лаборатории

4.1 Ответить на контрольные вопросы;

4.2 Зарисовать схему сеть отдела, сеть кампуса;

4.3 Заполнить таблицу 1.

5. Контрольные вопросы

5.1 Определение корпоративной сети?

5.2 Основная задача администратора?

5.3 Описать процесс создания корпоративной информационной системы?

5.4 Главными особенностями сетей кампусов являются?

5.5 Сети отделов - это?

Практическое занятие 3,4.

Выбор и подключение маршрутизатора.

1. Цель работы: 

1.1 Изучить назначение маршрутизатора, его интерфейсы и схему маршрутизатора.

Образовательные результаты, заявленные во ФГОС третьего поколения:

Студент должен 

уметь: 

 - осуществлять сборки различных видов серверов;

- выполнять установку программного обеспечения
знать: 

- программно-аппаратные ресурсы;

- принцип действия систем и устройств
2. Пояснение к работе

2.1 Краткие теоретические сведения

Очень часто в компьютерной литературе можно встретить следующее определение маршрутизатора (английское название — router): “маршрутизатор — это устройство сетевого уровня эталонной модели OSI, использующее одну или более метрик для определения оптимального пути передачи сетевого трафика на основании информации сетевого уровня”. Из этого следует, что маршрутизатор прежде всего необходим для выбора дальнейшего пути данных, которые отсылаются в распределенную сеть.

Пользователи для отправки своих данных в сеть указывают лишь адрес абонента. Эти данные уходят в сеть и в точках с разветвлением маршрутов поступают на маршрутизаторы, которые как раз и служат для выбора дальнейшего пути. При этом маршрутизатор выбирает оптимальный путь. Оптимальность пути определяется количественными характеристиками, которые называются метриками. Лучший путь — это путь с метрикой, которая в данном конкретном случае является наиболее подходящей. В метрике могут учитываться несколько показателей, например длина пути, время прохождения и т. д.

Рисунок 1.1 показывает обобщенную схему использования маршрутизатора в сети (рисунок позаимствован с сайта компании Cisco Systems, как и некоторые другие рисунке в этой книге). Здесь видно, что для связи маршрутизатора с Интернетом применяется специальное устройство — модем, который с одной стороны подключается к маршрутизатору, а с другой — к выбранной среде передачи информации (это может быть обычный асинхронный модем, подключаемый к городской телефонной сети).

По критерию производительности маршрутизаторы делят на устройства высшего, среднего и низшего классов. Высокопроизводительные маршрутизаторы являются устройствами высшего класса и служат для объединения сетей предприятия. Они поддерживают множество протоколов и интерфейсов, причем не только стандартных. Устройства такого класса могут иметь до 50 портов локальных или глобальных сетей.
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Рис. 1.1. Общая схема подключения маршрутизатора к сети
C помощью маршрутизаторов среднего, промежуточного, класса формируются менее крупные сетевые объединения масштаба предприятия. Стандартная конфигурация включает два-три порта локальных сетей и от четырех до восьми портов глобальной сети.

Такие маршрутизаторы поддерживают наиболее распространенные протоколы маршрутизации и транспортные протоколы.

На рис. 1.2 показан общий вариант подключения маршрутизатора к глобальной сети через модем.
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Рис. 1.2. Подключение маршрутизатора к модему
В рассматриваемом примере модем подключается к маршрутизатору Cisco 805 при помощи специального кабеля, который следует заказывать отдельно. И хотя на рисунке модем подключен непосредственно к маршрутизатору, часто вместе с модемом производитель поставляет свой кабель, оканчивающийся разъемом интерфейса V.35. В таком случае администратору сети при оформлении заказа на маршрутизатор потребуется заказать кабель с аналогичным разъемом (тут потребуется уточнить тип разъема — male/female, или “папа”/“мама”).

Кроме того, при подключении модема к маршрутизатору следует помнить о максимально возможной длине кабеля, которая зависит от скорости передачи информации и используемого типа подключения. Так, при работе на скорости 2 Мбит/c рекомендуемая длина кабеля не должна превышать 15 метров (при использовании интерфейса V.35).

Интерфейс основывается на дифференциальном приеме и передаче данных и сигналов синхронизации и несимметричной передаче управляющих сигналов. Физически интерфейс V.35 реализован на 34-контактном разъеме с фиксаторами двух типов. Встречается реализация на 25-контактном разъеме.
Маршрутизаторы низшего класса предназначены для локальных сетей подразделений; они связывают небольшие офисы с сетью предприятия. Типичная конфигурация: один порт локальной сети (обычно Ethernet) и один или два порта глобальной сети, рассчитанных на низкоскоростные выделенные или коммутируемые соединения. Тем не менее подобные маршрутизаторы пользуются большим спросом у администраторов, которым необходимо расширить имеющиеся межсетевые объединения.

Маршрутизаторы для базовых сетей и удаленных офисов имеют разную архитектуру, поскольку к ним предъявляются разные функциональные требования. Маршрутизаторы базовых сетей обязательно должны быть расширяемыми. Марш​рутизаторы локальных сетей подразделения, для которых, как правило, заранее устанавливается фиксированная конфигурация портов, содержат только один процессор, управляющий работой трех или четырех интерфейсов.

По определению, основное назначение маршрутизаторов — это выбор оптимального пути следования трафика сети. Процесс маршрутизации можно разделить на два иерархически связанных уровня.

1. Уровень маршрутизации. На этом уровне происходит работа с таблицей марш​рутизации. Таблица маршрутизации служит для определения адреса сетевого уровня следующего маршрутизатора или непосредственно получателя. После определения адреса выбирается интерфейс маршрутизатора, через который будут передаваться пакеты. Этот процесс называется определением маршрута. Управление таблицей маршрутизации выполняется протоколами марш​рутизации.

2. Уровень передачи пакетов. Перед тем как передать пакет, необходимо: проверить контрольную сумму заголовка пакета, определить адрес (канального уровня) получателя пакета и произвести непосредственно отправку пакета с учетом очередности, фрагментации, фильтрации и т. д. Эти действия выполняются на основании команд, поступающих с уровня маршрутизации.

Маршрутизаторы компании Cisco Systems занимают лидирующее положение на рынке (компания поставляет более 80% маршрутизаторов, являющихся основой Интернета), однако, к сожалению, литературу по ним найти достаточно сложно. По указанной причине администраторам сети, впервые сталкивающимся с необходимостью настроить маршрутизатор, приходится либо пользоваться англоязычными источниками, либо прибегать к сторонней помощи. Материал, изложенный в этой главе, поможет специалисту в начальный период работы с маршрутизатором.

Другой важной частью маршрутизатора, помимо процессора, является его память, которая поделена по функциональному принципу. Маршрутизаторы компании Cisco Systems поддерживают четыре основных типа памяти: постоянное запоминающее устройство (Read-Only Memory — ROM), флэш-память (flash memory), память с произвольным доступом (Random-Access Memory — RAM) и энергонезависимую память (Non-Volatile RAM — NVRAM). Из перечисленных типов памяти только RAM является энергозависимой, то есть ее содержимое стирается после выключения питания маршрутизатора. Поэтому память RAM может использоваться только для хранения временных данных при работе марш​рутизатора.

Основной задачей FLASH PC CARD является Слот для установки флэш-карты, содержащей образ операционной системы CiscoIOS. Новые маршрутизаторы поставляются с предустановленной картой
Память ROM применяется для хранения загрузочного программного обеспечения (bootstrap software), которое запускается первым в момент включения маршрутизатора и в дальнейшем отвечает за его загрузку. Некоторые типы маршрутизаторов хранят всю операционную систему Cisco IOS (Internetwork Operating System) в этой памяти на случай возникновения сбойных ситуаций, когда другие источники, хранящие образ операционной системы, могут стать недоступными.

Основное назначение флэш-памяти заключается в хранении образа (image) операционной системы (собственно операционной системы Cisco IOS), которая и обеспечивает работу маршрутизатора (в том случае, если маршрутизатор имеет такую память). Администратор может хранить в этой памяти образы нескольких операционных систем, чтобы иметь возможность выбрать тип операционной системы при загрузке маршрутизатора. Рассматриваемый тип памяти реализуется либо на процессорной плате маршрутизатора, либо на карте PCMCIA.

Основное назначение памяти NVRAM — хранение конфигурации маршрутизатора, которая считывается при его загрузке.

Кроме памяти и процессора все маршрутизаторы имеют интерфейсы (interfaces, часто в технической литературе встречается термин “порт маршрутизатора”), которые обязательно поименованы и пронумерованы. При этом полное имя интерфейса маршрутизатора содержит его тип (например, Serial) и номер, отсчитываемый с нуля. Основной задачей Serial является подключение маршрутизатора к выделенным каналам связи (leasedlines), сети FrameRelay и т. п. На тех маршрутизаторах, которые имеют предварительно установленное фиксированное количество интерфейсов (например, на модели Cisco 805), нумерация интерфейсов осуществляется в соответствии с их физическим расположением (порядком следования) на корпусе маршрутизатора. Так, например, ссылка на интерфейс Ethernet0 подразумевает ссылку на первый интерфейс локальной сети. На маршрутизаторах, которые позволяют выполнять смену интерфейсов во время его работы (Online Insertion and Removal — OIR), полное имя интерфейса содержит по крайне мере два числа, разделенных символом /, где первое число определяет номер слота, в который устанавливается интерфейсный модуль, а второе является номером порта. Например, имя интерфейса Ethernet5/0 указывает на первый интерфейс Ethernet в пятом слоте марш​рутизатора. Напомним, что отсчет интерфейсов начинается с нуля.

Помимо интерфейсов локальных (Ethernet, Token Ring и т. п.) и глобальных (Serial, ISDN) сетей, все маршрутизаторы компании Cisco Systems имеют консольный порт, предоставляющий асинхронное соединение EIA/TIA-232. Такой порт позволяет с помощью подключения через консольный кабель управлять маршрутизатором с компьютера. Для удобства подключения на стороне марш​рутизатора порт оборудован разъемом RJ45. Подобный способ подключения очень удобен в том случае, если возможен физический доступ к маршрутизатору, а также если необходимо провести начальную настройку нового маршрутизатора или маршрутизатора, у которого все предыдущие настройки были сброшены. В комплекте с новыми маршрутизаторами компания Cisco Systems поставляет консольный кабель. Кабель имеет достаточную длину, для того чтобы при подсоединении к компьютеру можно было удобно расположить маршрутизатор, скажем, на соседнем столе. Точнее, поставляется даже не сам кабель, а так называемый serial cable console kit — набор, состоящий из кабеля и соединителей (connector) разного типа. Такой набор позволяет подключаться к консольному порту любого маршрутизатора, произведенного компанией Cisco Systems, и другому оборудованию (например, к коммутаторам). В том случае, если кабеля в комплекте нет (например, когда был куплен бывший в употреблении маршрутизатор без фирменной упаковки), то набор можно просто заказать. На рис. 1.3 представлены составляющие кабельного набора.

Основной задачей CONSOLE является Подключение маршрутизатора к компьютеру с помощью консольного кабеля. На стороне маршрутизатора консольный разъем имеет тип RJ45.
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Рис. 1.3. Набор кабелей и разъемов, поставляемый с маршрутизатором
Кроме консольного порта, большинство моделей имеют порт AUX (auxiliary port — вспомогательный порт), который, так же как и консольный, является асинхронным соединением EIA/TIA-232 и используется для управления маршрутизатором через обычный модем. Удобство такого управления заключается в том, что в случае возникновения проблем с каналами связи на удаленных объектах всегда существует возможность получения доступа к маршрутизатору для выполнения тех или иных настроек. В качестве другого примера можно привести ситуацию, когда администратор при управлении удаленным маршрутизатором произвел некорректные настройки, результатом которых оказалось то, что связь на сетевом уровне стала недоступной. В этом случае наличие модема, подключенного к порту AUX, поможет исправить последствия допущенных ошибок. Более подробную информацию о портах AUX можно получить в Интернете по адресу http://www.cisco.com/warp/public/701/6.html. Заметим, что новые маршрутизаторы поставляются с инструкцией (на английском языке), в которой расписаны пошаговые действия для подключения модема к AUX-порту.

На рис. 1.4 показана задняя панель маршрутизатора Cisco 805. На этой панели расположены (слева направо) следующие порты: Ethernet, консольный порт и порт Serial. Отметим, что данная модель маршрутизатора не имеет порта AUX.
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Рис. 1.4. Задняя панель маршрутизатора Cisco 805
Важной составной частью маршрутизатора, помимо его аппаратных компонентов, являются конфигурационные файлы (configuration files). Конфигурационные файлы будут рассмотрены ниже более детально, а пока ограничимся их кратким перечислением. Существует два типа конфигурации операционной системы Cisco IOS: рабочая (running configuration) и загрузочная (startup configuration). Часто конфигурацию первого типа также называют активной (active), так как она располагается в оперативной памяти маршрутизатора (RAM) и определяет его текущие настройки. Когда администратор выполняет команды конфигурирования, на маршрутизаторе изменяется содержимое именно этой конфигурации. В противоположность рабочей (активной), загрузочная конфигурация размещается в памяти NVRAM маршрутизатора и содержит команды операционной системы Cisco IOS, которые выполняются в момент его загрузки.

Рабочая и загрузочная конфигурации в какой-то степени самостоятельны. Обычно администратор сети, выполнив начальные этапы настройки маршрутизатора и проверив его работоспособность, копирует рабочую конфигурацию в память NVRAM, формируя таким образом загрузочную конфигурацию. Очевидно, что основной причиной такой последовательности действий является необходимость сохранения сделанных изменений при перезагрузке маршрутизатора.

Для более наглядного представления о расположении аппаратных интерфейсов приведем рисунок, на котором изображена задняя панель маршрутизатора (рис. 1.6)
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Рис. 1.6. Интерфейсы маршрутизатора
В модели маршрутизатора Cisco 1601 присутствует свободный слот для установки дополнительного интерфейсного модуля (WIC). Основной задачей WIC является Свободный слот для дополнительного интерфейсного модуля, с помощью которого, например, можно организовать еще один интерфейс Serial (скорость передачи до 2 Мбит/с).  Если после покупки маршрутизатора появилась необходимость в организации еще одного подключения, то администратор может просто докупить нужный ему модуль, что получается дешевле приобретения нового маршрутизатора (рис. 1.7).
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Рис. 1.7. Установка дополнительного модуля в маршрутизатор.
Связь между интерфейсами и внутренними компонентами маршрутизатора осуществляется через контроллеры. Контроллеры предназначены для организации взаимодействия между отдельными компонентами маршрутизатора. Существует множество типов контроллеров, и их наличие или отсутствие зависит от модели маршрутизатора и его внутренней конфигурации.

Таблица 1.3. Описание интерфейсов маршрутизатора.

	Интерфейс
	Задачи

	ETHERNET 10BASE T
	

	CONSOLE
	

	WIC
	

	FLASH PC CARD
	

	SERIAL
	


3.Задание

3.1 Изучить схему подключения маршрутизатора;

3.1 Законспектировать краткие теоретические сведения.

4. Работа в лаборатории

4.1 Ответить на контрольные вопросы;

4.2 Зарисовать схему подключения маршрутизатора;

4.3 Заполнить таблицу 1.3.
5. Контрольные вопросы

5.1 Определение метрик?

5.2 Назначение маршрутизаторов высшего класса?

5.3 Перечислить уровни процесса маршрутизации?

5.4 перечислите 4 основных типа памяти маршрутизатора?

5.5 Назначение памяти ROM маршрутизатора?

5.6 Назначение консольного порта маршрутизатора?

5.7 Назначение порта AUX?

5.8 Перечислите 2 типа конфигурации ОС?

5.9 Назначение контроллера маршрутизатора?

Практическое занятие 5,6

Выбор платы сетевого адаптера

1.  Цель работы

1.1 Изучить выбор платы сетевого адаптера, ее основные характеристики.

Образовательные результаты, заявленные во ФГОС третьего поколения:

Студент должен 

уметь: 

 - осуществлять сборки различных видов серверов;

- выполнять установку программного обеспечения
знать: 

- программно-аппаратные ресурсы;

- принцип действия систем и устройств
2. Пояснения к работе

1.2 Краткие теоретические сведения

Выбор платы сетевого адаптера

Выбор платы сетевого адаптера для определенного компьютера зависит от различных факторов.

□ Протокола Канального уровня, функционирующего в сети.

□ Скорости передачи по сети.

□ Типа интерфейса между сетевым адаптером и сетью.

□ Типа системной шины, в которую вставляется плата адаптера.

□ Аппаратных ресурсов, запрашиваемых адаптером.

□ Требований к электрическому питанию.

□ Класса компьютера, использующего сетевой адаптер: сервер/рабочая станция или домашний/офисный.

□ Наличия соответствующих драйверов.

Протокол

Протокол Канального уровня является самой значимой характеристикой сетевого адаптера. Наиболее часто используемый протокол этого уровня — Ethernet, но также могут быть применены адаптеры, поддерживающие Token Ring, FDDI, ATM и другие протоколы. Остальные характеристики сетевого адаптера, такие как тип шины и аппаратные ресурсы, связаны исключительно со спецификой компьютера, к которому это устройство подсоединяется, в отличие от протокола, использование которого тесно сопряжено со многими другими аспектами построения и функционирования сети.

Все компьютеры сети должны задействовать один и тот же протокол Канального уровня, и выбрать его нужно заранее, до приобретения сетевого адаптера. Это замечание относится ко всему сетевому оборудованию, такому, как кабели, концентраторы и другие устройства, зависящему от протокола. Выбранный сетевой адаптер должен быть совместим с типом кабеля или другой средой, используемой сетью, а также со скоростью передачи данных по сети. Например, для сети Ethernet нужен адаптер, поддерживающий стандарт 10 Мбит/с и/или 100 Мбит/с Fast Ethernet. Можно выбрать адаптер Ethernet, позволяющий подключаться к сети посредством неэкранированной витой пары (UTP, unshielded twisted pair), двух видов коаксиального кабеля или оптоволоконного кабеля, а также различных видов беспроводной передачи. Все затронутые аспекты конфигурации сети необходимо учесть до покупки конкретной платы адаптера.

Производители и продавцы сетевых адаптеров обычно классифицируют последние по типу протокола, поскольку при выборе адаптера покупатели, прежде всего, руководствуются этим критерием. Также протокол оказывает сильное влияние на стоимость адаптера. Различные протоколы по-разному взаимодействуют через сеть и требуют соответствующих компонентов устройства сетевого интерфейса. Помимо сказанного, стоимость адаптера в немалой степени зависит от популярности протокола. Адаптеры для Ethernet обычно самые дешевые, так как подавляющее большинство протоколов разработано для Канального уровня Ethernet. Адаптеры Token Ring более дорогие, поскольку данный протокол используется реже. Адаптеры и сетевые устрой[ства для сравнительно новых технологий, таких как ATM и Gigabit Ethernet, — самые дорогостоящие.

Скорость передачи

Определенные протоколы Канального уровня могут передавать данные с различной скоростью, и способность сетевого адаптера поддерживать повышенные скорости передачи является важным аспектом при выборе правильного оборудования для сети. В некоторых протоколах увеличение скорости полностью встроено в технологию, в то время как в других более быстрая версия все еще остается дополнительной возможностью. Протокол Token Ring, например, изначально функционировал на 4 Мбит/с, но сейчас фактически все сети Token Ring работают на скорости 16 Мбит/с, и трудно найти сетевой адаптер, который не поддерживал бы это значение скорости.

Высокоскоростные протоколы Ethernet сравнительно новые. Fast Ethernet (работающий на 100 Мбит/с) все быстрее заменяет традиционный 10 Мбит/с Ethernet, но он все еще остается дополнительной возможностью, предоставляемой вместе с платами сетевых адаптеров. Фактически все выпускаемые адаптеры Ethernet являются комбинацией устройств, которые поддерживают обе скорости выполнения операций (10 и 100 Мбит/с), что позволяет постепенно обновлять традиционную сеть Ethernet на Fast Ethernet. Когда устанавливается соединение между сетевым адаптером и концентратором, то устройства устанавливают наивысшую возможную скорость.

Популярность Fast Ethernet настолько высока, что двухскоростные сетевые адаптеры только немного дороже, чем устройства с производительностью 10 Мбит/с. Иногда разница в стоимости достигает всего порядка 10 $. Со временем все выпускаемые сетевые адаптеры будут поддерживать обе скоро- сти, и, наоборот, станет трудно и дорого приобрести сетевую карту, совместимую только с традиционным 10 Мбит/с Ethernet. Даже если усовершенствование традиционной сети Ethernet до Fast Ethernet планируется вами только в далеком будущем, будет правильным решением приобрести двух- скоростные адаптеры, чтобы в дальнейшем их не пришлось заменять.

Стандарт 100VG AnyLAN, который был представлен приблизительно в то же время, что и Fast Ethernet, не получил широкого распространения на рынке, хотя он все еще применяется. Можно приобрести комбинацию из двух сетевых адаптеров, поддерживающую оба стандарта: 10 Мбит/с Ethernet и 100VG AnyLAN на 100 Мбит/с. Это будет намного дороже, чем покупка сетевой платы Ethernet/Fast Ethernet, однако удорожание вызвано тем, что 100VG AnyLAN основательно отличается от Ethernet и требует других компонентов. По существу, адаптер Ethernet/100VG AnyLAN — это два сетевых адаптера на одной плате.

Последнее новшество Ethernet — Gigabit Ethernet — функционирует со скоростью 1000 Мбит/с. Производители и продавцы по нескольким соображениям помещают эту технологию в категорию, отличную от традиционной Ethernet и Fast Ethernet. Первое из них подразумевает тот факт, что технология новая и Gigabit Ethernet все еще находится на начальных стадиях внедрения и маркетинга. Это означает, что данная продукция на рынке сравнительно нова, и ее цены достаточно высоки. Сегодня стоимость адаптера Gigabit Ethernet может отличаться от цены обычного адаптера Ethernet в тридесять раз, достигая 700$ и больше. Второе — то, что скорость передачи Gigabit Ethernet дает возможность использовать эту технологию в качестве объединяющей магистрали между высокопроизводительными серверами. Настольные системы все еще не требуют такой пропускной способности. Соответственно, в ближайшем будущем маловероятно появление комбинированных адаптеров с поддержкой Fast и Gigabit Ethernet.

Сетевой интерфейс

Тип кабеля (или другой передающей среды), который формирует структуру сети, определяет также используемый адаптером сетевой интерфейс. Тип сетевого кабеля обычно выбирается в то же время, что и протокол Канального уровня, поскольку приобретаемый сетевой адаптер должен поддерживать соответствующую среду передачи данных. Некоторые протоколы Канального уровня рассчитаны на различные типы кабеля, и для каждого типа существуют свои сетевые адаптеры. Также существуют протоколы, разработанные для использования только одного типа кабеля.

Ethernet поддерживает большее количество альтернатив кабеля, чем любые другие, часто применяемые, протоколы Канального уровня. Большинство имеющихся сегодня сетей Ethernet используют неэкранированную витую пару (UTP), которая требует наличия на сетевом адаптере разъема RJ-45.

Однако, также легко доступны адаптеры с разъемами BNC и AUI для "тонкого" и "толстого" Ethernet соответственно (рис. 1). Весьма удивительно, что хотя сети на основе "тонкого" и "толстого" Ethernet сегодня можно встретить редко, сетевые адаптеры, поддерживающие данные среды, встречаются часто. Вследствие того, что все три упомянутые среды используют электрические сигналы, передаваемые по кабелю, компоненты сетевого адаптера для генерации сигналов похожи, вне зависимости от типа кабеля. Это дает изготовителям возможность выпускать комбинированные устройства с различными разъемами, которые поддерживают два или даже три типа кабеля. Однако, добавление к сетевому адаптеру дополнительных разъемов может значительно увеличить его стоимость, во многих случаях цена адаптера почти удваивается.

[image: image12.jpg]



Рис 1. Многопортовый сетевой адаптер с разъемами BNC, AUI и RJ-45



Рис 2. Сетевая карта ISA



Рис 3. Сетевая карта PCI
Приобретение сетевых адаптеров с несколькими разъемами оправдано в том случае, если в будущем планируется перевести сеть с коаксиального кабеля на витую пару. Существует мнение, что небольшое количество сетей на коаксиальном кабеле останется, однако это не лучший повод потратить дополнительные средства на обсуждаемый тип комбинированных адаптеров. Хотя один из возможных случаев, когда приобретение может быть оправдано, — наличие смешанной сети, состоящей из сегментов на основе витой пары и коаксиального кабеля. Даже если коаксиальный кабель не будет заменяться, экономически обосновано приобрести большое количество ком- бинированных сетевых адаптеров вместо меньшего количества адаптеров для каждого типа среды передачи. Это связано с тем, что при покупке большой партии сетевых адаптеров часто можно получить значительные скидки. Например, у одного из основных продавцов цена сетевого адаптера 3Com Fast Etherlink 10/100 PCI при покупке пяти адаптеров ниже на 10 процентов и почти на 40 процентов — при покупке 100 штук. В некоторых случаях скидка может превышать размер дополнительной стоимости адаптера, обусловленной установкой нескольких разъемов.

Ethernet также поддерживает использование оптоволоконной среды передачи, которая фундаментально отличается от медного кабеля тем, что передаваемые по ней данные преобразуются в световые импульсы, а не в электрическое напряжение. Существует стандарт, описывающий использование оптоволоконного кабеля с 10 Мбит/с Ethernet, но он применяется редко. Fast Ethernet, тем не менее, может использовать оптоволоконный кабель для передачи данных на скорости 100 Мбит/с, причем на более длинные дистанции, чем позволяет любая медная среда. В связи с этими технологическими различиями сетевые адаптеры для оптоволоконного Fast Ethernet обычно не комбинируются с другими технологиями.

Большинство имеющихся сегодня на рынке сетевых адаптеров Token Ring содержат стандартные разъемы RJ-45 для кабеля UTP, который в терминологии Token Ring называется кабельной системой Туре 3. Старые реализации сетей Token Ring используют кабельную систему Туре 1. Сетевые адаптеры для этой системы имеют разъем DB9, больше похожий на разъем для последовательного порта ПК.

Использование в сетях Ethernet и Token Ring различных типов кабеля и разъемов в основном может быть вызвано тем фактом, что эти старейшие протоколы Канального уровня до сих пор широко распространены. Ethernet, например, прошел путь от использования коаксиального кабеля до витой пары, и разъемы для него изменялись соответственно. Другие протоколы, подобные ATM, FDDI и Gigabit Ethernet, еще сравнительно новые и применяемая ими среда передачи пока не менялась.

Интерфейс шины

Плата сетевого адаптера дает компьютеру возможность передать данные из основной системной памяти наружу — получателю, расположенному вне компьютера, так же, как это делают параллельный и последовательный порты. Данные из памяти пересылаются сетевому адаптеру по системной шине, точно так, как и любой другой плате расширения, подобной видеоадаптеру или звуковой карте. Тип шины, используемой для взаимодействия адаптера с компьютером, может оказывать влияние на производительность сетевых соединений, но выбор типа шины для сетевого адаптера уникален для каждого компьютера. Другими словами нет необходимости задействовать один тип шины для всех сетевых адаптеров рабочих станций сети. Одни ПК могут применять адаптеры для шины ISA, в то время как другие — для PCI.

ISA (Integrated Systems Architecture, интегрированная системная архитектура) и PCI (Peripheral Component Interconnect, взаимосвязь периферийных компонентов — это два типа шины, используемые фактически во всех продаваемых сегодня настольных компьютерах. Портативные компьютеры применяют шину PC Card (прежде употреблялось название PCMCIA, образовавшееся от имени организации Международной ассоциации производителей плат памяти для персональных компьютеров (Personal Computer Memory Card International Association)). Старые системы поддерживают различные другие типы шин расширения, такие как VLB (VESA Local Bus), MCA (Micro Channel Architecture) или EISA (Extended Industry Standard Architecture). Характеристики этих шин и соответствующие им пропускные способности приведены в табл. 1.

Таблица 1. Типы, разрядность и быстродействие шин ПК

	Тип шины
	Разрядность шины
	Частота шины
	Теоретическая максимальная пропускная способность

	ISA
	16 разрядов
	8,33 МГц
	66,64 Мбит/с (8,33 Мбайт/с)

	MCA
	32 бита
	10 МГц
	320 Мбит/с (40 Мбайт/с)

	EISA
	32 разряда
	8,33 МГц
	266,56 Мбит/с (33,32 Мбайт/с)

	VLB
	32 разряда
	33,33 МГц
	1066,56 Мбит/с (133,33 Мбайт/с)

	PCI
	32 разряда
	33,33 МГц
	1066,56 Мбит/с (133,33 Мбайт/с)


"Узкие места"

Тип шины может оказать влияние на производительность сети. Если выбрана достаточно медленная шина, то это может вызвать появление в сети "узкого места". Узкое место (bottleneck) возникает, когда один из элементов сетевого соединения функционирует значительно медленнее всех остальных. Наличие такого элемента приводит к тому, что работа всей сети замедляется до скорости самого медленного компонента, и в результате снижается ее пропускная способность.

В качестве примера представим себе, что сеть состоит из самых современных компьютеров с наиболее быстрыми, из числа доступных, процессорами и жесткими дисками. Компьютеры соединены сетью Fast Ethernet со скоростью 100 Мбит/с. Все рабочие станции, за исключением основного сервера баз данных, оснащены сетевыми адаптерами для шины PCI. В сервер установлен сетевой адаптер для шины ISA. Шина PCI в два раза шире ISA  и ее пропускная способность составляет 1066 Мбит/с 

Выбор сетевых адаптеров

Для сетей Ethernet очень много фирм выпускает сетевые адаптеры. Эти адаптеры бывают 8-разрядными, 16-разрядными или 32-разрядными.

Часть этих адаптеров поставляется вместе с драйверами для сетевых операционных систем фирмы Novell (и некоторые - для UNIX), остальные являются совместимыми с сетевыми адаптерами, выпускаемыми самой фирмой Novell.

Приобретая сетевой адаптер, отдавайте предпочтение адаптерам, сертифицированным фирмой Novell.

Разумеется, для своих сетевых адаптеров фирма Novell в составе операционных систем Novell NetWare поставляет драйверы. Ниже приведен сокращенный перечень адаптеров, поставляемых Novell.

Если вы создаете сеть с топологией Ethernet и планируете использовать Novell NetWare или Microsoft Windows for Workgroups, лучше всего использовать сетевые адаптеры NE1000 /NE2000 /NE3200-тип шины ISA и соответственно разрядность 8, 16, 32, топология Ethernet. Если вы приобретаете адаптеры, изготовленные другой фирмой, следите за тем, чтобы они были полностью совместимы с серией NE. В этом случае у вас будет меньше проблем с совместимостью.

Адаптер Turbo RX-NET имеет тип шины ISA, разрядность 8, топология ArcNet.

Адаптеры NE/2, NE/2-32 и RPL имеют тип шины Micro Channel. Разрядность NE/2, RPL-16. Разрядность NE/2-32 равна 32. Адаптеры NE/2, NE/2-32 имеет топологию Ethernet. RPL топология Token-Ring.
Вы можете без риска приобретать сетевые адаптеры известной фирмы 3COM , которые поддерживаются всеми известными нам операционными системами, в том числе Windows NT.

Если вам повезло и в качестве файл-сервера вы используете компьютерс размером памяти больше 16 мегабайт, вам совершенно необходимо использовать 32-разрядный сетевой адаптер и 32-разрядный дисковый контроллер.

В противном случае 16-разрядная схема DMA (прямого доступа к памяти) не позволит вам правильно работать с адресами, расположенными выше первого 16-мегабайтного адресного пространства.

Если же вам необходимо сделать сеть с наименьшими материальными затратами, приобретите один 16-разрядный сетевой адаптер для сервера и несколько 8-разрядных адаптеров для рабочих станций.

Таблица 2 Выбор сетевых адаптеров

	 Название адаптера
	Тип шины
	Разрядность
	Топология

	NE1000
	
	
	

	NE2000
	
	
	

	NE3200
	
	
	

	Turbo RX-NET


	
	
	

	NE/2
	
	
	

	NE/2-32
	
	
	

	RPL
	
	
	


3.Задание

3.1 Изучить выбор платы сетевого адаптера;

3.2 Законспектировать краткие теоретические сведения, рис. 1, рис.2, рис.3.

4. Работа в лаборатории

4.1 Ответить на контрольные вопросы;

4.2 Заполнить таблицу 1 типы, разрядность и быстродействие шин ПК;

4.3 Заполнить таблицу 2.

5. Контрольные вопросы

5.1 Определение сетевого адаптера?

5.2 Определение протокола?

5.3 Скорость передачи-это?

5.4 Сетевой интерфейс?

5.5 Интерфейс шин?

5.6 Узкие места?

5.7 Факторы выбора сетевого адаптера?

Практическое занятие 7,8
Максимальная производительность сети Ethernet.

 1.  Цель работы

1.3 Изучить производительности сегмента сети Ethernet , ее основные характеристики.

Образовательные результаты, заявленные во ФГОС третьего поколения:

Студент должен 

уметь: 

 - осуществлять сборки различных видов серверов;

- выполнять установку программного обеспечения
знать: 

- программно-аппаратные ресурсы;

- принцип действия систем и устройств
2. Пояснения к работе

1.4 Краткие теоретические сведения

Количество обрабатываемых кадров Ethernet в секунду часто указывается производителями мостов/коммутаторов и маршрутизаторов как основная характеристика производительности этих устройств. В свою очередь, интересно знать чистую максимальную пропускную способность сегмента Ethernet в кадрах в секунду в идеальном случае, когда в сети нет коллизий и нет дополнительных задержек, вносимых мостами и маршрутизаторами. Такой показатель помогает оценить требования к производительности коммуникационных устройств, так как в каждый порт устройства не может поступать больше кадров в единицу времени, чем позволяет это сделать соответствующий протокол.

Для коммуникационного оборудования наиболее тяжелым режимом является обработка кадров минимальной длины. Это объясняется тем, что на обработку каждого кадра мост, коммутатор или маршрутизатор тратит примерно одно и то же время, связанное с просмотром таблицы продвижения пакета, формированием нового кадра (для маршрутизатора) и т. п. А количество кадров минимальной длины, поступающих на устройство в единицу времени, естественно больше, чем кадров любой другой длины. Другая характеристика производительности коммуникационного оборудования - бит в секунду - используется реже, так как она не говорит о том, какого размера кадры при этом обрабатывало устройство, а на кадрах максимального размера достичь высокой производительности, измеряемой в битах в секунду гораздо легче.

Используя параметры, приведенные в табл.1, рассчитаем максимальную производительность сегмента Ethernet в таких единицах, как число переданных кадров (пакетов) минимальной длины в секунду.

При указании пропускной способности сетей термины кадр и пакет обычно используются как синонимы. Соответственно, аналогичными являются и единицы измерения производительности frames-per-second, fps и packets-per-second, pps.

Таблица 1
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Для расчета максимального количества кадров минимальной длины, проходящих по сегменту Ethernet, заметим, что размер кадра минимальной длины вместе с преамбулой составляет 72 байт или 576 бит (рис. 3.5.), поэтому на его передачу затрачивается 57,5 мкс. Прибавив межкадровый интервал в 9,6 мкс, получаем, что период следования кадров минимальной длины составляет 67,1 мкс. Отсюда максимально возможная пропускная способность сегмента Ethernet составляет 14 880 кадр/с.
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Рис. 1. К расчету пропускной способности протокола Ethernet
Естественно, что наличие в сегменте нескольких узлов снижает эту величину за счет ожидания доступа к среде, а также за счет коллизий, приводящих к необходимости повторной передачи кадров.

Кадры максимальной длины технологии Ethernet имеют поле длины 1500 байт, что вместе со служебной информацией дает 1518 байт, а с преамбулой составляет 1526 байт или 12 208 бит. Максимально возможная пропускная способность сегмента Ethernet для кадров максимальной длины составляет 813 кадр/с. Очевидно, что при работе с большими кадрами нагрузка на мосты, коммутаторы и маршрутизаторы довольно ощутимо снижается.

Теперь рассчитаем, какой максимальной полезной пропускной способностью в бит в секунду обладают сегменты Ethernet при использовании кадров разного размера.

Под полезной пропускной способностью протокола понимается скорость передачи пользовательских данных, которые переносятся полем данных кадра. Эта пропускная способность всегда меньше номинальной битовой скорости протокола Ethernet за счет нескольких факторов:

· служебной информации кадра;

· межкадровых интервалов (IPG);

· ожидания доступа к среде.

Для кадров минимальной длины полезная пропускная способность равна:

СП =14880 * 46 *8 = 5,48 Мбит/с.

Это намного меньше 10 Мбит/с, но следует учесть, что кадры минимальной длины используются в основном для передачи квитанций, так что к передаче собственно данных файлов эта скорость отношения не имеет.

Для кадров максимальной длины полезная пропускная способность равна:

СП = 813 *1500 * 8 =9,76 Мбит/с,

что весьма близко к номинальной скорости протокола.

Еще раз подчеркнем, что такой скорости можно достигнуть только в том случае, когда двум взаимодействующим узлам в сети Ethernet другие узлы не мешают, что бывает крайне редко,

При использовании кадров среднего размера с полем данных в 512 байт пропускная способность сети составит 9,29 Мбит/с, что тоже достаточно близко к предельной пропускной способности в 10 Мбит/с.

Отношение текущей пропускной способности сети к ее максимальной пропускной способности называется коэффициентом использования сети (network utilization). При этом при определении текущей пропускной способности принимается во внимание передача по сети любой информации, как пользовательской, так и служебной. Коэффициент является важным показателем для технологий разделяемых сред, так как при случайном характере метода доступа высокое значение коэффициента использования часто говорит о низкой полезной пропускной способности сети (то есть скорости передачи пользовательских донных) - слишком много времени узлы тратят на процедуру получения доступа и повторные передачи кадров после коллизий.

При отсутствии коллизий и ожидания доступа коэффициент использования сети зависит от размера поля данных кадра и имеет максимальное значение 0,976 при передаче кадров максимальной длины. Очевидно, что в реальной сети Ethernet среднее значение коэффициента использования сети может значительно отличаться от этой величины. 

4.Задание

3.1 Изучить рачет производительности сети Ethernet;

3.2 Законспектировать краткие теоретические сведения;

3.3 Привести пример расчета пропускной способности сегмента сети Ethernet.
5. Контрольные вопросы

5.1 Максимально возможная пропускная способность сегмента Ethernet составляет?

5.2Максимально возможная пропускная способность сегмента Ethernet для кадров максимальной длины составляет?

5.3 Эта пропускная способность всегда меньше номинальной битовой скорости протокола Ethernet за счет нескольких факторов?

5.4 Для кадров минимальной длины полезная пропускная способность равна?

5.5 Для кадров максимальной длины полезная пропускная способность равна?

Практическое занятие 9,10
Структурированная кабельная система. Определение подсистемы. Выбор кабелей подсистемы

 1.  Цель работы

1.5 Изучить кабельные системы, подсистемы.

Образовательные результаты, заявленные во ФГОС третьего поколения:

Студент должен 

уметь: 

 - осуществлять сборки различных видов серверов;

- выполнять установку программного обеспечения
знать: 

- программно-аппаратные ресурсы;

- принцип действия систем и устройств
2. Пояснения к работе

1.6 Краткие теоретические сведения

Структурированная кабельная система

Кабельная система является фундаментом любой сети. Как при строительстве нельзя создать хороший дом на плохо построенном фундаменте, так и сеть, отлично работающая на плохой кабельной системе. Если в кабелях ежедневно происходят короткие замыкания, контакты разъемов то отходят, то снова входят в плотное соединение, добавление новой станции приводит к необходимости тестирования десятка контактов разъемов из-за того, что документация на физические соединения не ведется, то ясно, что на основе такой кабельной системы любое, самое современное и производительное оборудование будет работать из рук вон плохо. 

Иерархия в кабельной системе

Структурированная кабельная система (Structured Cabling System, SCS) - это набор коммутационных элементов (кабелей, разъемов, коннекторов, кроссовых панелей и шкафов), а также методика их совместного использования, которая позволяет создавать регулярные, легко расширяемые структуры связей в вычислительных сетях.

Структурированная кабельная система представляет своего рода «конструктор», с помощью которого проектировщик сети строит нужную ему конфигурацию из стандартных кабелей, соединенных стандартными разъемами и коммутируемых на стандартных кроссовых панелях. При необходимости конфигурацию связей можно легко изменить - добавить компьютер, сегмент, коммутатор, изъять ненужное оборудование, а также поменять соединения между компьютерами и концентраторами.

При построении структурированной кабельной системы подразумевается, что каждое рабочее место на предприятии должно быть оснащено розетками для подключения телефона и компьютера, даже если в данный момент этого не требуется. То есть хорошая структурированная кабельная система строится избыточной, В будущем это может сэкономить средства, так как изменения в подключении новых устройств можно производить за счет перекоммутации уже проложенных кабелей.

Структурированная кабельная система планируется и строится иерархически, с главной магистралью и многочисленными ответвлениями от нее (рис. 1).
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Рис.1. Иерархия структурированной кабельной системы

Эта система может быть построена на базе уже существующих современных телефонных кабельных систем, в которых кабели, представляющие собой набор витых пар, прокладываются в каждом здании, разводятся между этажами, на каждом этаже используется специальный .кроссовый шкаф, от которого провода в трубах и коробах подводятся к каждой комнате и разводятся по розеткам. К сожалению, в нашей стране далеко не во всех зданиях телефонные линии прокладываются витыми парами, поэтому они непригодны для создания компьютерных сетей, и кабельную систему в таком случае нужно строить заново.

Типичная иерархическая структура структурированной кабельной системы (рис. 3.2) включает:

[image: image26.png]



Рис.2. Структура кабельных подсистем

· горизонтальные подсистемы (в пределах этажа);

· вертикальные подсистемы (внутри здания);

· подсистему кампуса (в пределах одной территории с несколькими зданиями).

Горизонтальная подсистема соединяет кроссовый шкаф этажа с розетками пользователей. Подсистемы этого типа соответствуют этажам здания. Вертикальная подсистема соединяет кроссовые шкафы каждого этажа с центральной аппаратной здания. Следующим шагом иерархии является подсистема кампуса, которая соединяет несколько зданий с главной аппаратной всего кампуса. Эта часть кабельной системы обычно называется магистралью (backbone).

· Использование структурированной кабельной системы вместо хаотически проложенных кабелей дает предприятию много преимуществ.

· Универсальность. Структурированная кабельная система при продуманной организации может стать единой средой для передачи компьютерных данных в локальной вычислительной сети, организации локальной телефонной сети, передачи видеоинформации и даже передачи сигналов от датчиков пожарной безопасности или охранных систем. Это позволяет автоматизировать многие процессы контроля, мониторинга и управления хозяйственными службами и системами жизнеобеспечения предприятия.

· Увеличение срока службы. Срок морального старения хорошо структурированной кабельной системы может составлять 10-15 лет.

· Уменьшение стоимости добавления новых пользователей и изменения их мест размещения. Известно, что стоимость кабельной системы значительна и определяется в основном не стоимостью кабеля, а стоимостью работ по его прокладке. Поэтому более выгодно провести однократную работу по прокладке кабеля, возможно, с большим запасом по длине, чем несколько раз выполнять прокладку, наращивая длину кабеля. При таком подходе все работы по добавлению или перемещению пользователя сводятся к подключению компьютера к уже имеющейся розетке.

· Возможность легкого расширения сети. Структурированная кабельная система является модульной, поэтому ее легко расширять. Например, к магистрали можно добавить новую подсеть, не оказывая никакого влияния на существующие подсети. Можно заменить в отдельной подсети тип кабеля независимо от остальной части сети. Структурированная кабельная система является основой для деления сети на легко управляемые логические сегменты, так как она сама уже разделена на физические сегменты.

· Обеспечение более эффективного обслуживания. Структурированная кабельная система облегчает обслуживание и поиск неисправностей по сравнению с шинной кабельной системой. При шинной организации кабельной системы отказ одного из устройств или соединительных элементов приводит к трудно локализуемому отказу всей сети. В структурированных кабельных системах отказ одного сегмента не действует на другие, так как объединение сегментов осуществляется с помощью концентраторов. Концентраторы диагностируют и локализуют неисправный участок.

· Надежность. Структурированная кабельная система имеет повышенную надежность, поскольку производитель такой системы гарантирует не только качество ее отдельных компонентов, но и их совместимость.

Первой структурированной кабельной системой, имеющий все современные черты такого типа систем, была система SYSTIMAX SCS компании Lucent Technologies (ранее - подразделение AT&T). И сегодня компании Lucent Technologies принадлежит основная доля мирового рынка. Многие другие компании также выпускают качественные структурированные кабельные системы, например АМР, BICC Brand-Rex, Siemens, Alcatel, MOD-TAP. На российском рынке успешно завоевывает себе место под солнцем отечественная структурированная кабельная система АйТи-СКС московской компании «АйТи».

Выбор типа кабеля для горизонтальных подсистем

Большинство проектировщиков начинает разработку структурированной кабельной системы с горизонтальных подсистем, так как именно к ним подключаются конечные пользователи. При этом они могут выбирать между экранированной витой парой, неэкранированной витой парой, коаксиальным кабелем и волоконно-оптическим кабелем. Возможно использование и беспроводных линий связи.

Горизонтальная подсистема характеризуется очень большим количеством ответвлений кабеля (рис.3.), так как его нужно провести к каждой пользовательской розетке, причем и в тех комнатах, где пока компьютеры в сеть не объединяются. Поэтому к кабелю, используемому в горизонтальной проводке, предъявляются повышенные требования к удобству выполнения ответвлений, а также удобству его прокладки в помещениях. На этаже обычно устанавливается кроссовая панель, которая позволяет с помощью коротких отрезков кабеля, оснащенного разъемами, провести перекоммутацию соединений между пользовательским оборудованием и концентраторами/коммутаторами.
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Рис. 3. Структура кабельной системы этажа и здания

Медный провод, в частности неэкранированная витая пара, является предпочтительной средой для горизонтальной кабельной подсистемы, хотя, если пользователям нужна очень высокая пропускная способность или кабельная система прокладывается в агрессивной среде, для нее подойдет и волоконно-оптический кабель. Коаксиальный кабель - это устаревшая технология, которой следует избегать, если только она уже широко не используется на предприятии. Беспроводная связь является новой и многообещающей технологией, однако из-за сравнительной новизны и низкой помехоустойчивости лучше ограничить масштабы ее использования неответственными областями.

При выборе кабеля принимаются во внимание следующие характеристики: полоса пропускания, расстояние, физическая защищенность, электромагнитная помехозащищенность, стоимость. Кроме того, при выборе кабеля нужно учитывать, какая кабельная система уже установлена на предприятии, а также какие тенденции и перспективы существуют на рынке в данный момент.

Экранированная витая пара, STP, позволяет передавать данные на большее расстояние и поддерживать больше узлов, чем неэкранированная. Наличие экрана делает ее более дорогой и не дает возможности передавать голос. Экранированная витая пара используется в основном в сетях, базирующихся на продуктах IBM и Token Ring, и редко подходит к остальному оборудованию локальных сетей.

Неэкранированная витая пара UTP по характеристикам полосы пропускания и поддерживаемым расстояниям также подходит для создания горизонтальных подсистем. Но так как она может передавать данные и голос, она используется чаще.

Однако и коаксиальный кабель все еще остается одним из возможных вариантов кабеля для горизонтальных подсистем. Особенно в случаях, когда высокий уровень электромагнитных помех не позволяет использовать витую пару или же небольшие размеры сети не создают больших проблем с эксплуатацией кабельной системы.

Толстый Ethernet обладает по сравнению с тонким большей полосой пропускания, он более стоек к повреждениям и передает данные на большие расстояния, однако к нему сложнее подсоединиться и он менее гибок. С толстым Ethernet сложнее работать, и он мало подходит для горизонтальных подсистем. Однако его можно использовать в вертикальной подсистеме в качестве магистрали, если оптоволоконный кабель по каким-то причинам не подходит.

Тонкий Ethernet - это кабель, который должен был решить проблемы, связанные с применением толстого Ethernet. До появления стандарта 10Base-T тонкий Ethernet был основным кабелем для горизонтальных подсистем. Тонкий Ethernet проще монтировать, чем толстый. Сети на тонком Ethernet можно быстро собрать, так как компьютеры соединяются друг с другом непосредственно.

Главный недостаток тонкого Ethernet - сложность его обслуживания. Каждый конец кабеля должен завершаться терминатором 50 Ом. При отсутствии терминатора или утере им своих рабочих свойств (например, из-за отсутствия контакта) перестает работать весь сегмент сети, подключенный к этому кабелю. Аналогичные последствия имеет плохое соединение любой рабочей станции (осуществляемое через Т-коннектор). Неисправности в сетях на тонком Ethernet сложно локализовать. Часто приходится отсоединять Т-коннектор от сетевого адаптера, тестировать кабельный сегмент и затем последовательно повторять эту процедуру для всех присоединенных узлов. Поэтому стоимость эксплуатации сети на тонком Ethernet обычно значительно превосходит стоимость эксплуатации аналогичной сети на витой паре, хотя капитальные затраты на кабельную систему для тонкого Ethernet обычно ниже.

Основные области применения оптоволоконного кабеля - вертикальная подсистема и подсистемы кампусов. Однако, если нужна высокая степень защищенности данных, высокая пропускная способность или устойчивость к электромагнитным помехам, волоконно-оптический кабель может использоваться и в горизонтальных подсистемах. С волоконно-оптическим кабелем работают протоколы AppleTalk, ArcNet, Ethernet, FDDI и Token Ring, а также новые протоколы 100AnyLAN, Fast Ethernet, ATM.

Стоимость установки сетей на оптоволоконном кабеле для горизонтальной подсистемы оказывается весьма высокой. Эта стоимость складывается из стоимости сетевых адаптеров (около тысячи долларов каждый) и стоимости монтажных работ, которая в случае оптоволокна гораздо выше, чем при работе с другими видами кабеля.
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Преобладающим кабелем для горизонтальной подсистемы является неэкранированная витая пара категории 5. Ее позиции еще более укрепятся с принятием спецификации 802.3аb для применения на этом виде кабеля технологии Gigabit Ethernet.

На рис. 4 показаны типовые коммутационные элементы структурированной кабельной системы, применяемые на этаже при прокладке неэкранированной витой пары. Для сокращения количества кабелей здесь установлен 25-парный кабель и разъем для такого типа кабеля Telco, имеющий 50 контактов.

Рис. 4. Коммутационные элементы горизонтальной кабельной подсистемы для UTP

Выбор типа кабеля для вертикальных подсистем

Кабель вертикальной (или магистральной) подсистемы, которая соединяет этажи здания, должен передавать данные на большие расстояния и с большей скоростью по сравнению с кабелем горизонтальной подсистемы. В прошлом основным видом кабеля для вертикальных подсистем был коаксиал. Теперь для этой цели все чаще используется оптоволоконный кабель.

Для вертикальной подсистемы выбор кабеля в настоящее время ограничивается тремя вариантами.

· Оптоволокно - отличные характеристики пропускной способности, расстояния и защиты данных; устойчивость к электромагнитным помехам; может передавать голос, видеоизображение и данные. Но сравнительно дорого, сложно выполнять ответвления.

· Толстый коаксиал - хорошие характеристики пропускной способности, расстояния и защиты данных; может передавать данные. Но с ним сложно работать, хотя специалистов, имеющих подобный опыт работы, достаточно много.

· Широкополосный кабель, используемый в кабельном телевидении, - хорошие показатели пропускной способности и расстояния; может передавать голос, видео и данные. Но очень сложно работать и требуются большие затраты во время эксплуатации.

Применение волоконно-оптического кабеля в вертикальной подсистеме имеет рад преимуществ. Он передает данные на значительно большие расстояния без необходимости регенерации сигнала. Он имеет сердечник меньшего диаметра, поэтому может быть проложен в более узких местах. Так как передаваемые по нему сигналы являются световыми, а не электрическими, оптоволоконный кабель не чувствителен к электромагнитным и радиочастотным помехам, в отличие от медного коаксиального кабеля. Это делает оптоволоконный кабель идеальной средой передачи данных для промышленных сетей. Оптоволоконному кабелю не страшна молния, поэтому он хорош для внешней прокладки. Он обеспечивает более высокую степень защиты от несанкционированного доступа, так как ответвление гораздо легче обнаружить, чем в случае медного кабеля (при ответвлении резко уменьшается интенсивность света).

Оптоволоконный кабель имеет и недостатки. Он дороже чем медный кабель, дороже обходится и его прокладка. Оптоволоконный кабель менее прочный, чем коаксиальный. Инструменты, применяемые при прокладке и тестировании оптоволоконного кабеля, имеют высокую стоимость и сложны в работе. Присоединение коннекторов к оптоволоконному кабелю требует большого искусства и времени, а следовательно, и денег.

Для уменьшения стоимости построения межэтажной магистрали на оптоволокне некоторые компании, например АМР, предлагают кабельную систему с одним коммутационным центром. Обычно, коммутационный центр есть на каждом этаже, а в здании имеется общий коммутационный центр (см. рис. 3.3.), соединяющий между собой коммутационные центры этажей. При такой традиционной схеме и использовании волоконно-оптического кабеля между этажами требуется выполнять достаточное большое число оптоволоконных соединений в коммутационных центрах этажей. Если же коммутационный центр в здании один, то все оптические кабели расходятся из единого кроссового шкафа прямо к разъемам конечного оборудования - коммутаторов, концентраторов или сетевых адаптеров с оптоволоконными трансиверами.

Толстый коаксиальный кабель также допустим в качестве магистрали сети, однако для новых кабельных систем более рационально использовать оптоволоконный кабель, так как он имеет больший срок службы и сможет в будущем поддерживать высокоскоростные и мультимедийные приложения. Но для уже существующих систем толстый коаксиальный кабель служил магистралью системы многие годы, и с этим нужно считаться. Причинами его повсеместного применения были широкая полоса пропускания, хорошая защищенность от электромагнитных помех и низкое радиоизлучение.

Хотя толстый коаксиальный кабель и дешевле, чем оптоволокно, но с ним гораздо сложнее работать. Он особенно чувствителен к различным уровням напряжения заземления, что часто бывает при переходе от одного этажа к другому. Эту проблему сложно разрешить. Поэтому кабелем номер 1 для горизонтальной подсистемы сегодня является волоконно-оптический кабель.

Выбор типа кабеля для подсистемы кампуса

Как и для вертикальных подсистем, оптоволоконный кабель является наилучшим выбором для подсистем нескольких зданий, расположенных в радиусе нескольких километров. Для этих подсистем также подходит толстый коаксиальный кабель. При выборе кабеля для кампуса нужно учитывать воздействие среды на кабель вне помещения. Для предотвращения поражения молнией лучше выбрать для внешней проводки неметаллический оптоволоконный кабель. По многим причинам внешний кабель производится в полиэтиленовой защитной оболочке высокой плотности. При подземной прокладке кабель должен иметь специальную влагозащитную оболочку (от дождя и подземной влаги), а также металлический защитный слой от грызунов и вандалов. Влагозащитный кабель имеет прослойку из инертного газа между диэлектриком, экраном и внешней оболочкой.

Кабель для внешней прокладки не подходит для прокладки внутри зданий, так как он выделяет при сгорании большое количество дыма.

Таблица 1. Выделить основные пункты при

	· Выборе типа кабеля для горизонтальных подсистем
	· Выборе типа кабеля для вертикальных подсистем
	· Выборе типа кабеля для подсистемы кампуса

	· 
	· 
	· 


3.Задание

3.1 Изучить определение подсистемы и выбор кабелей подсистемы;

3.2 Законспектировать краткие теоретические сведения;

3.3 Заполнить таблицу 1.
4. Контрольные вопросы

4.1 Структурированные кабельные системы?

4.2 Иерархия в кабельной системе?

4.3 Типичная иерархическая структура структурированной кабельной системы включает?
4.4Использование структурированной кабельной системы вместо хаотически проложенных кабелей дает предприятию много преимуществ таких как?

4.5 Типичная иерархическая структура структурированной кабельной системы включает

Практическое занятие 11,12
Организация сетевой защиты

1.Цель работы

1.1 Изучить возможные риски в локальных сетях и методы защиты.
Образовательные результаты, заявленные во ФГОС третьего поколения:

Студент должен 

уметь: 

 - осуществлять сборки различных видов серверов;

- выполнять установку программного обеспечения
знать: 

- программно-аппаратные ресурсы;

- принцип действия систем и устройств
2. Пояснения к работе

Локальные сети: возможные риски

Никогда не следует забывать о том, что степень риска в случае объединения ком​пьютеров в локальной сети серьезно возрастает. Особенно наглядно это проявляется тогда, когда локальная сеть подключена к Internet, хотя даже при наличии изолиро​ванной локальной сети опасность все равно остается. Невозможно уследить за всеми пользователями, да и вероятность сбоя аппаратного комплекса в целом растет с уве​личением количества составляющих его компонентов. Ниже перечислены возможные опасности, связанные с эксплуатацией локальной сети:
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• стихийные бедствия (пожар, наводнение, землетрясение и т.д.);
• “человеческий фактор” (неумелые или преднамеренные действия пользовате​лей, вызвавшие выход из строя сети или ее отдельных компонентов, а также промышленный шпионаж);
• аппаратные сбои, вызванные выходом из строя отдельных сетевых компонен​тов или ненадежным электропитанием;
• опасности, являющиеся следствием внедрения в сеть “вредоносных” программ (вирусы, трояны и т.д.).

Защитные меры:

Меры, предпринимаемые для обеспечения безопасности сети, относятся к категории организационных или технических. Вкратце рассмотрим их.

Организационные меры

Во-первых, в процессе монтажа сети следует продумать способы, позволяющие уберечь кабели и сетевое оборудование от опасностей, связанных с возможным пожа​ром или затоплением помещений. Желательно применять кабели, изоляция которых является по возможности термостойкой, не допускать захламления помещений различного рода горючими и легковоспламеняющимися материалами. В помещениях, где установлено сетевое оборудование, должна предусматриваться надежная гидроизоля​ция, также необходимо оборудовать противопожарный щит с полным набором средств для пожаротушения.

Наиболее важные сетевые компоненты (сервер, концентратор и т.д.) следует под​ключать в электросеть через надежный блок бесперебойного питания. Весьма жела​тельно таким образом защитить всю сеть, позволяют выделенные на это средства.
Внимательнее относитесь к выбору и безопасному хранению ранее назначенных па​ролей. Старайтесь не пользоваться свойством автозаполнения при вводе паролей, назна​чайте различные права доступа пользователям, которые имеют разные привилегии.
Не используйте выделенный сервер для других целей. Пусть он выполняет возло​женные на него задачи, а не служит “испытательным полигоном” для опробования новых игровых и офисных программ. Для этого прекрасно подойдет автономный компьютер, который не подключен к сети.

Рекомендуется выделить специальную “гостевую” учетную запись для посторонних пользовате​лей, сократив до предела набор предоставленных им прав доступа. Нужно позаботиться о регулярном резервном копировании, необходимо также ор​ганизовать безопасное хранение резервных копий.


Технические меры

В качестве технических мер, повышению степени безопасной эксплуатации сети, можно рассматривать применение брандмауэров (аппаратных и про​граммных). Эти устройства предназначены для фильтрации данных, циркулирующей между локальной сетью и Internet.
Все рабочие станции, подключенные к Internet, должны снабжаться антивирусны​ми программами, причем следует предусмотреть еженедельное обновление вирусных баз. Скорость мутации старых и появления новых вирусов столь высока, что без еженедельного обновления подобная программа очень быстро станет совершенно бесполезной.
Диски выделенного сервера должны обладать максимальной степенью надежности. В целях дальнейшего повышения отказоустойчивости следует рассмотреть возмож​ность объединения дисков в отказоустойчивый массив. Существует несколько разно​видностей подобных наборов. 

· Зеркальное отображение дисков (RAID-1). В этом случае используются два диска, имеющих одинаковый объем. Второй диск содержит точную копию всех файлов и каталогов, находящихся на первом диске. Если выходит из строя один из дисков, система этого даже “не замечает”, поскольку рабочую нагрузку “подхватывает” второй диск. К технологии RAID-1 можно также отнести дуп​лексирование дисков. Этот метод отличается от зеркального отображения тем, что оба физических диска подключаются к отдельным контроллерам.


·  Распределение данных по дискам с контролем четности (RAID-3). При реали​зации этого метода производится запись данных на дисках в виде полос (слоев), а на специально выделенном третьем диске записывается информация
контроля четности. В этом случае потребуется три физических лиска, а при по​тере информации на одном из дисков, выделенных для хранения данных, про​изводится ее восстановление с применением сведения контроля четности. Ме​тод RAID-2 очень похож на RAID-3 тем, что данные записываются послойно но нескольких дисках, а один из дисков выделяется для хранения информации четности. Отличие заключается в том, что метод RAID-2 предусматривает пр-битовую дискретность расслоения данных, а метод RAID-3 — побайтовую. Ме​тод RAID-4 аналогичен RAID-2 и RAID-3. отличие заключается в том, что предусматривается блочная дискретность расслоения данных.

· Распределение данных по слоям с контролем четности (RAID-5). Реализация этого метода предусматривает запись данных (и информации контроля четно​сти) послойно, на разных дисках. В этом случае также требуются три физиче​ских диска, хотя отдельный диск для хранения информации контроля четности не выделяется.

Существует также метод RAID-0, предназначенный исключительно для повыше​ния скорости чтения и записи данных. Этот метод не относится к категории отказо​устойчивых. Данные расслаиваются поблочно по нескольким дискам, но при этом информация контроля четности не сохраняется. Поэтому в случае появления каких-либо проблем восстановление данных будет невозможным.
Существует также аппаратная (RAID-контроллеры) или программная реализация методов RAID. Программная реализация воз​можна в таких операционных системах, как Windows NT Server и Windows 2000 Server.
Основу всех методов повышения степени надежности составляет избы​точное резервирование. Особенно наглядно этот принцип проявляет себя в космонав​тике, где применяется тройное резервирование систем. Условия эксплуатации локаль​ных сетей не столь жесткие, как в космосе, поэтому в большинстве случаев двойного резервирования вполне достаточно.

Один из методов резервирования, обеспечивающий максимальную степень надеж​ности сети, предусматривает объединение серверов, образующих так называемые кла​стеры. Если выходит из строя один сервер, его место тут же занимает второй причем пользователи даже не замечают этого перехода. Типичный кластер серверов показан на рис. 2. Кластеризация не только обеспечивает максимальную отказоустойчивость сети, но и способствует уменьшению загруженности отдельных серверов, что положи​тельно сказывается на производительности всей сети.
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Поддержка кластеризации реализована в операционной системе Windows 2000 Advanced Server. Если применяются другие сетевые ОС, можно воспользоваться специ​альными программами кластеризации.

3.Задание

3.1 Организацию сетевой защиты;

3.2 Законспектировать краткие теоретические сведения (рис 1,2);

3.3 Заполнить таблицу 1.
	Организационные меры
	Технические меры

	
	


5. Контрольные вопросы

5.1Какой метод поддерживает контроль четности?

5.2 Перечислить опасности, связанные с эксплуатацией локальной сети?

Практическое занятие 13,14
Пиринговые сети

1 Цель работы

1.1 Изучить пиринговые сети, общие понятия, назначение.
Образовательные результаты, заявленные во ФГОС третьего поколения:

Студент должен 

уметь: 

 - осуществлять сборки различных видов серверов;

- выполнять установку программного обеспечения
знать: 

- программно-аппаратные ресурсы;

- принцип действия систем и устройств
2 Пояснения к работе

2.1 Краткие теоретические сведения

Однора́нговая, децентрализо́ванная или пи́ринговая (от англ. peer-to-peer, P2P — равный к равному) сеть — это оверлейная компьютерная сеть, основанная на равноправии участников. В такой сети отсутствуют выделенные серверы, а каждый узел (peer) является как клиентом, так и сервером. В отличие от архитектуры клиент-сервера, такая организация позволяет сохранять работоспособность сети при любом количестве и любом сочетании доступных узлов
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Рис 1. Пиринговой сети.
2.2 Одноранговая сеть

Одноранговые, децентрализованные или пиринговые (от англ. peer-to-peer, P2P — один на один, с глазу на глаз) сети — это компьютерные сети, основанные на равноправии участников. В таких сетях отсутствуют выделенные серверы, а каждый узел (peer) является как клиентом, так и сервером. В отличие от архитектуры клиент-сервер, такая организация позволяет сохранять работоспособность сети при любом количестве и любом сочетании доступных узлов.

Впервые фраза «peer-to-peer» была использована в 1984 году Парбауэллом Йохнухуйтсманом (Parbawell Yohnuhuitsman) при разработке архитектуры Advanced Peer to Peer Networking фирмы IBM.

Устройство одноранговой сети

Например, в сети есть 12 машин, при этом любая может связаться с любой. В качестве клиента (потребителя ресурсов) каждая из этих машин может посылать запросы на предоставление каких-либо ресурсов другим машинам в пределах этой сети и получать их. Как сервер, каждая машина должна обрабатывать запросы от других машин в сети, отсылать то, что было запрошено, а также выполнять некоторые вспомогательные и административные функции.
Любой член данной сети не гарантирует никому своего присутствия на постоянной основе. Он может появляться и исчезать в любой момент времени. Но при достижении определённого критического размера сети наступает такой момент, что в сети одновременно существует множество серверов с одинаковыми функциями

Частично децентрализованные (гибридные) сети

Помимо чистых P2P-сетей, существуют так называемые гибридные сети, в которых существуют сервера, используемые для координации работы, поиска или предоставления информации о существующих машинах сети и их статусе (on-line, off-line и т. д.). Гибридные сети сочетают скорость централизованных сетей и надёжность децентрализованных благодаря гибридным схемам с независимыми индексационными серверами, синхронизирующими информацию между собой. При выходе из строя одного или нескольких серверов, сеть продолжает функционировать. К частично децентрализованным файлообменным сетям относятся например EDonkey, BitTorrent.

Пиринговая файлообменная сеть

Одна из областей применения технологии пиринговых сетей — это обмен файлами. Выглядит это так: пользователи сети выкладывают какие-либо файлы в «расшаренную» (англ. share, делиться) папку, т. е. папку, файлы из которой доступны для скачивания другим клиентам. Какой-нибудь другой пользователь сети посылает запрос на поиск какого-либо файла. Программа ищет у клиентов сети файлы, соответствующие запросу, и показывает результат. После этого пользователь может скачать файлы у найденных источников. Современные файлообменные сети позволяют скачивать один файл сразу с нескольких источников (так быстрее и надёжнее). Чтобы убедиться, что этот файл у всех источников одинаковый, производится сравнение не только по названию файла, но и по контрольным суммам или хэшам типа MD4, TTH, SHA-1. Во время скачивания файла пользователем (и после его окончания) этот файл у него могут скачивать и другие клиенты сети, в результате чего особенно популярные файлы могут в итоге быть доступными для скачивания с сотен источников одновременно.

Обычно в таких сетях обмениваются фильмами и музыкой, что является извечной головной болью видеоиздательских и звукозаписывающих компаний, которым такое положение дел очень не по душе. Проблем им добавляет тот факт, что пресечь распространение файла в децентрализованной пиринговой сети технически невозможно — для этого потребуется физически отключить от сети все машины, на которых лежит этот файл, а таких машин (см. выше) может быть очень и очень много — в зависимости от популярности файла их число может достигать сотен тысяч. В последнее время видеоиздатели и звукозаписывающие компании начали подавать в суд на отдельных пользователей таких сетей, обвиняя их в незаконном распространении музыки и видео.

Такие организации, как RIAA, дискредитируют пиринговые сети, публикуя в них фальшивые файлы (содержание которых не соответствует названию, часто первое носит порнографический характер). Это привело к потере популярности сети KaZaA в пользу eDonkey, имеющей более совершенную архитектуру.

Пиринговые сети распределенных вычислений

Технология пиринговых сетей (не подвергающихся квазисинхронному исчислению) применяется также для распределённых вычислений. Они позволяют в сравнительно очень короткие сроки выполнять поистине огромный объём вычислений, который даже на суперкомпьютерах потребовал бы, в зависимости от сложности задачи многих лет и даже столетий работы. Такая производительность достигается благодаря тому, что некоторая глобальная задача разбивается на большое количество блоков, которые одновременно выполняются сотнями тысяч компьютеров, принимающими участие в проекте.

2.3 Пиринговая файлообменная сеть 

Одна из областей применения технологии пиринговых сетей — это обмен файлами. Выглядит это так: пользователи сети выкладывают какие-либо файлы в «расшаренную» (англ. share, делиться) папку, т. е. папку, файлы из которой доступны для скачивания другим клиентам. Какой-нибудь другой пользователь сети посылает запрос на поиск какого-либо файла. Программа ищет у клиентов сети файлы, соответствующие запросу, и показывает результат. После этого пользователь может скачать файлы у найденных источников. Современные файлообменные сети позволяют скачивать один файл сразу с нескольких источников (так быстрее и надёжнее). Чтобы убедиться, что этот файл у всех источников одинаковый, производится сравнение не только по названию файла, но и по контрольным суммам или хэшам типа MD4, TTH, SHA-1. Во время скачивания файла пользователем (и после его окончания) этот файл у него могут скачивать и другие клиенты сети, в результате чего особенно популярные файлы могут в итоге быть доступными для скачивания с сотен источников одновременно.
Обычно в таких сетях обмениваются фильмами и музыкой, что является извечной головной болью видеоиздательских и звукозаписывающих компаний, которым такое положение дел очень не по душе. Проблем им добавляет тот факт, что пресечь распространение файла в децентрализованной пиринговой сети технически невозможно — для этого потребуется физически отключить от сети все машины, на которых лежит этот файл, а таких машин (см. выше) может быть очень и очень много — в зависимости от популярности файла их число может достигать сотен тысяч. В последнее время видеоиздатели и звукозаписывающие компании начали подавать в суд на отдельных пользователей таких сетей, обвиняя их в незаконном распространении музыки и видео.
Такие организации, как RIAA, дискредитируют пиринговые сети, публикуя в них фальшивые файлы (содержание которых не соответствует названию, часто первое носит порнографический характер). Это привело к потере популярности сети KaZaA в пользу eDonkey, имеющей более совершенную архитектуру.
В феврале 2006 прекратил работу самый популярный сервер сети eDonkey — Razorback, а затем прекращена разработка непопулярного коммерческого клиента EDonkey2000. Сама сеть EDonkey2000 продолжает функционировать, т. к. не завязана на конкретные сервера и существует большое количество свободно распространяемых клиентских программ.

3.Задание

3.1 Законспектировать краткие теоретические сведения (рис.1);
3.2 Заполнить таблицу 1.

	Одноранговая сеть
	Частично децентрализованные (гибридные) сеть
	Пиринговая файлообменная сеть



	
	
	


Практическое занятие 15,16

Модель сетевого уровня ISO
 1.  Цель работы

1.1 Изучить модель сетевого уровня ISO
Образовательные результаты, заявленные во ФГОС третьего поколения:

Студент должен 

уметь: 

 - осуществлять сборки различных видов серверов;

- выполнять установку программного обеспечения
знать: 

- программно-аппаратные ресурсы;

- принцип действия систем и устройств
2. Пояснения к работе

1.7 Краткие теоретические сведения

Организация взаимодействия между устройствами в сети является сложной проблемой, она включает много аспектов, начиная с согласования уровней электрических сигналов, формирования кадров, проверки контрольных сумм и кончая вопросами аутентификации приложений. Для ее решения используется универсальный прием — разбиение одной сложной задачи на несколько частных, более простых задач. Средства решения отдельных задач упорядочены в виде иерархии уровней. Для решения задачи некоторого уровня могут быть использованы средства непосредственно примыкающего нижележащего уровня. С другой стороны, результаты работы средств некоторого уровня могут быть переданы только средствам соседнего вышележащего уровня. 

 Многоуровневое представление средств сетевого взаимодействия имеет свою специфику, связанную с тем, что в процессе обмена сообщениями участвуют две машины, то есть в данном случае необходимо организовать согласованную работу двух «иерархий». При передаче сообщений оба участника сетевого обмена должны принять множество соглашений. Например, они должны согласовать способ кодирования электрических сигналов, правило определения длины сообщений, договориться о методах контроля достоверности и т. п. Другими словами, соглашения должны быть приняты для всех уровней, начиная от самого низкого уровня передачи битов до самого высокого уровня, предоставляющего услуги пользователям сети. 

 Формализованные правила, определяющие последовательность и формат сообщений, которыми обмениваются сетевые компоненты, лежащие на одном уровне, но в разных узлах, называются протоколом. 

Модули, реализующие протоколы соседних уровней и находящиеся в одном узле, также взаимодействуют друг с другое в соответствии с четко определенными правилами и с помощью стандартизованных форматов сообщений. Эти правила принято называть интерфейсом. Интерфейс определяет услуги, предоставляемые данным уровнем соседнему уровню. 

В сущности, протокол и интерфейс выражают одно и то же понятие, но традиционно в сетях за ними закрепили разные области действия: протоколы определяют правила взаимодействия модулей одного уровня в разных узлах, а интерфейсы — модулей соседних уровней в одном узле. 

 Средства каждого уровня должны отрабатывать, во-первых, свой собственный протокол, а во-вторых, интерфейсы с соседними уровнями. Иерархически организованный набор протоколов, достаточный для организации взаимодействия узлов в сети, называется стеком коммуникационных протоколов. 

Коммуникационные протоколы могут быть реализованы как программно, так и аппаратно. Протоколы нижних уровней часто реализуются комбинацией программных и аппаратных средства протоколы верхних уровней, как правило, чисто программными средствами. 

В начале 80-х годов - ряд международных организаций по стандартизации — ISO, ITU-T и некоторые другие - разработали модель, которая сыграла значительную роль в развитии сетей. Эта модель называется моделью взаимодействия открытых систем (Open System interconnection, OSI), или моделью OSI. Модель OSI определяет различные уровни взаимодействия систем, дает им стандартные имена и указывает, какие функции должен выполнять каждый уровень. 

 В модели OSI (рис. П.1) средства взаимодействия делятся на семь уровней: прикладной, представительный, сеансовый, транспортный, сетевой, канальный и физический. Каждый уровень имеет дело с одним определенным аспектом взаимодействия сетевых устройств. 
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Рис.1. Модель взаимодействия открытых систем ISO/OSI 

Физический уровень 

 Физический уровень (Physical layer) имеет дело с передачей битов по. физическим каналам связи, таким, например, как коаксиальный кабель, витая пара, оптоволоконный кабель или цифровой территориальный канал. К этому уровню имеют отношение характеристики физических сред передачи данных, такие как полоса пропускания, помехозащищенность, волновое сопротивление и другие. На этом же уровне определяются характеристики электрических сигналов, передающих дискретную информацию, например крутизна фронтов импульсов, уровни напряжения или тока передаваемого сигнала, тип кодирования, скорость передачи сигналов. Кроме этого, здесь стандартизуются типы разъемов и назначение каждого контакта. 

 Функции физического уровня реализуются во всех устройствах, подключенных к сети. Со стороны компьютера функции физического уровня выполняются сетевым адаптером или последовательным портом. 

 Примером протокола физического уровня может служить спецификация 10Base-T технологии Ethernet, которая определяет в качестве используемого кабеля неэкранированную витую пару категории 3 с волновым сопротивлением 100 Ом, разъем RJ-45, максимальную длину физического сегмента 100 метров, манчестерский код для представления данных в кабеле, а также некоторые другие характеристики среды и электрических сигналов. 

Канальный уровень 

 На физическом уровне просто пересылаются биты. При этом не учитывается, что в некоторых сетях, в которых линии связи используются (разделяются) попеременно несколькими парами взаимодействующих компьютеров, физическая среда передачи может быть занята. Поэтому одной из задач канального уровня (Data Link layer) является проверка доступности среды передачи. Другой задачей канального уровня является реализация механизмов обнаружения и коррекции ошибок. Для этого на канальном уровне биты группируются в наборы, называемые кадрами (frames). Канальный уровень обеспечивает корректность передачи кадров, помещая для выделения каждого кадра специальную последовательность бит в его начало и конец, а также вычисляет контрольную сумму, обрабатывая все байты кадра определенным способом и добавляя контрольную сумму к кадру. 

 В локальных сетях протоколы канального уровня используются компьютерами, мостами, коммутаторами и маршрутизаторами. В компьютерах функции канального уровня реализуются совместными усилиями сетевых адаптеров и их драйверов. 

 В глобальных сетях, которые в отличие от локальных сетей редко обладают регулярной топологией, канальный уровень обеспечивает обмен сообщениями только между двумя соседними компьютерами, соединенными индивидуальной линией связи. Примерами протоколов «точка-точка» (как часто называют такие протоколы) могут служить широко распространенные протоколы РРР и LAP-B. 

Сетевой уровень 

 Сетевой уровень (Network layer) служит для образования единой транспортной системы, объединяющей несколько сетей, причем эти сети могут использовать совершенно различные принципы передачи сообщений между конечными узлами и обладать произвольной; структурой связей. 

Сети соединяются между Собой специальными устройствами, называемыми маршрутизаторами. Маршрутизатор— это устройство, которое собирает информацию о топологии межсетевых соединений и на ее основании пересылает пакеты сетевого уровня в сеть назначения. Для того чтобы передать сообщения сетевого уровня, или, как их принято называть, пакеты (packets), от отправителя, находящегося в одной сети, получателю, находящемуся в другой сети, нужно совершить некоторое количество транзитных передач между сетями. Таким образом, маршрут представляет собой последовательность маршрутизаторов, через которые проходит пакет. Проблема выбора наилучшего пути называется маршрутизацией, и ее решение является одной из главных задач сетевого уровня. 

Сетевой уровень решает также задачи согласования разных технологий, упрощения адресации в крупных сетях и создания надежных и гибких барьеров на пути нежелательного трафика между сетями. 

 Примерами протоколов сетевого уровня являются протокол межсетевого взаимодействия IP стека TCP/IP и протокол межсетевого обмена пакетами IPX стека Novell. 

Транспортный уровень 

 На пути от отправителя к получателю пакеты могут быть искажены или утеряны. Хотя некоторые приложения имеют собственные средства обработки ошибок, существуют и такие, которые предпочитают сразу иметь дело с надежным соединением. Работа транспортного уровня (Transport layer) заключается в том, чтобы обеспечить приложениям или верхним уровням стека — прикладному и сеансовому — передачу данных с той степенью надежности, которая им требуется. Модель OSI определяет пять классов услуг, предоставляемых транспортным уровнем. Эти виды услуг отличаются качеством: срочностью, возможностью восстановления прерванной связи, наличием средств мультиплексирования нескольких соединений между различными прикладными протоколами через общий транспортный протокол, а главное — способностью к обнаружению и исправлению ошибок передачи, таких как,, искажение, потеря и дублирование пакетов. 

 Как правило, все протоколы, начиная с транспортного уровня и выше, реализуются программными средствами конечных узлов сети — компонентами их сетевых операционных систем. В качестве примера .транспортных протоколов можно привести протоколы TCP и UDP стека TCP/IP и протокол SPX стека Novell. 

Сеансовый уровень 

Сеансовый уровень (Session layer) обеспечивает управление диалогом для того, чтобы фиксировать, какая из сторон является активной в настоящий момент, а также предоставляет средства синхронизации. Последние позволяют вставлять контрольные точки в длинные передачи, чтобы в случае отказа можно было вернуться назад к последней контрольной точке вместо того, чтобы начинать все с начала. На практике немногие приложения используют сеансовый уровень, и он редко реализуется в виде отдельных протоколов, хотя функции этого уровня часто объединяют с функциями прикладного уровня и реализуют в одном протоколе. 

Уровень представления 

 Уровень представления (Presentation layer) имеет дело с формой представления передаваемой по сети информации, не меняя при этом ее содержания. За счет уровня представления информация, передаваемая прикладным уровнем одной системы, всегда будет понятна прикладному уровню в другой системе. С помощью средств данного уровня протоколы прикладных уровней могут преодолеть синтаксические различия в представлении данных или же различия кодов символов, например кодов ASCII и EBCDIC. На этом уровне может выполняться-; шифрование и дешифрирование данных, благодаря которому секретность 'обмена данными обеспечивается сразу для всех прикладных служб. Примером такого протокола является протокол Secure Socket Layer (SSL), который обеспечивает секретный обмен сообщениями для протоколов прикладного уровня стека TCP/IP. 

Прикладной уровень 

 Прикладной уровень (Application layer) — это в действительности прости *на6ер разнообразных протоколов, с помощью которых пользователи сети получают доступ к разделяемым ресурсам, таким как файлы, принтеры или гипертекстовые Web-страницы, а также организуют свою совместную работу, например с помощью протокола электронной почты. Единица данных, которой оперирует Прикладной уровень, обычно называется сообщением (message). 

 Существует очень большое разнообразие служб прикладного уровня. Приведем в качестве примеров протоколов прикладного уровня хотя бы несколько наиболее распространенных реализаций файловых служб: NCP в операционной системе Novell NetWare, 8MB в Microsoft Windows NT, NFS, FTP и TFTP, входящие в стек TCP/IP.

Таблица 1 Преимущества и недостатки модели OSI
	Преимущества
	Недостатки

	
	


3.Задание

3.1 Изучить модель сетевого уровня ISO;

3.2 Заполнить Таблицу 1;
3.3 Сделать кроссворд по кратким теоретическим сведениям (10 слов).
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Установка и настройка сервера DNS.

 1.  Цель работы

1.1  Получить навыки применения различных технологий при настройки серверов;

1.2 Научиться устанавливать сервер имён, добавлять зоны расширения имён, включать автоматическое обновление зон.
Образовательные результаты, заявленные во ФГОС третьего поколения:

Студент должен 

уметь: 

 - осуществлять сборки различных видов серверов;

- выполнять установку программного обеспечения
знать: 

- программно-аппаратные ресурсы;

- принцип действия систем и устройств
2. Пояснения к работе

1.8 Краткие теоретические сведения

Система доменных имен (DNS) была исходно определена в документах RFC (Request for Comments) 1034 и 1035. Эти документы определяют следующие элементы, общие для всех реализаций программного обеспечения DNS.

· Пространство доменных имен DNS, которое задает структурированную иерархию доменов, используемую для организации имен. 

· Записи ресурсов, сопоставляющие доменные имена DNS определенным типам информации о ресурсах, которые используются при регистрации и разрешении имен в пространстве имен. 

· DNS-серверы, которые сохраняют записи ресурсов и отвечают на запросы клиентов. 

· DNS-клиенты, которые также называют системами разрешения имен, запрашивающие серверы для поиска и разрешения имен по типам записей ресурсов, указанным в запросе. 

 Пространство доменных имен DNS, как показано на следующем рисунке, базируется на концепции дерева именованных доменов. Каждый уровень дерева может представлять ветвь или лист дерева. Ветвь представляет уровень, на котором используется несколько имен, определяющих семейство именованных ресурсов. Лист представляет единственное имя, которое используется на этом уровне для указания конкретного ресурса. 
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Рисунок 1. Пространство доменных имен.

 В процессе разрешения имен существенно, что DNS-серверы часто действуют как DNS-клиенты, запрашивая другие серверы с целью полного разрешения имени в запросе. Любое доменное имя DNS в дереве технически представляет домен. Однако принято считать что имена идентифицируются одним из пяти способов на основании уровня и способа использования имени. 

Таблица 1. Пять способов идентификации имен.
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Например, доменное имя DNS, зарегистрированное для образовательных учреждений (edu.ru.), представляет домен второго уровня. Это имя состоит из двух частей (называемых метками), показывающих, что оно находится на втором уровне сверху от корня или вершины дерева. Большинство доменных имен DNS содержат две или большее число меток, каждая из которых задает новый уровень в дереве. Точки используются в именах для разделения меток.

DNS представляет способ интерпретации полного пути к доменному имени DNS аналогично способу интерпретации полного пути к файлу или каталогу в окне командной строки. Например, путь в дереве каталогов помогает указать на точное расположение файла, сохраненного на компьютере. Для компьютеров с операционной системой Windows обратная косая черта (\) указывает каждый новый каталог, ведущий к точному расположению файла. Эквивалентным символом в DNS является точка (.), указывающая каждый новый уровень домена в имени. Для DNS примером имени с несколькими уровнями может служить следующее полное доменное имя узла: host-a.mspu.edu.ru. В отличие от имен файлов, при чтении полного доменного имени узла DNS слева направо осуществляется переход от наиболее конкретной информации (имя DNS компьютера «host-a») к наиболее общей (завершающая точка (.), которая указывает корень в дереве имен DNS). Этот пример демонстрирует четыре уровня доменов DNS, которые ведут от конкретного расположения «host-a».

· Домен «mspu», в котором зарегистрировано для использования имя компьютера «host-a». 

· Домен «edu», который соответствует родительскому домену, являющемуся корнем поддомена «mspu». 

· Домен «ru», который соответствует домену верхнего уровня, предназначенному для использования организациями из России, который является корнем для домена «edu». 

· Завершающая точка (.), представляющая стандартный символ разделителя, которая используется, чтобы сделать полным доменное имя DNS в дереве пространства имен DNS. 

Работа запросов DNS

 Когда DNS-клиенту требуется найти имя, используемое в программе, он запрашивает DNS-серверы для сопоставления имени. Каждое сообщение с запросом, отправляемое клиентом, содержит информацию трех типов, определяющую вопрос, на который отвечает сервер: 

· указанное доменное имя DNS в виде полного доменного имени узла (FQDN); 

· указанный тип запроса, в котором задается либо тип записей ресурсов, либо тип операции запроса; 

· указанный класс доменного имени DNS. 

 
Для DNS-серверов Windows этот класс всегда должен быть указан как класс Интернета (IN).

 
Например, указанное имя может представлять полное доменное имя узла для компьютера, такое как «host-a.mspu.edu.ru.», и тип запроса на поиск записей ресурсов адреса (A) для этого имени. Запрос DNS можно представить как вопрос клиента, состоящий из двух частей, например «Имеются ли записи ресурсов A для компьютера с именем 'hostname.mspu.edu.ru.'?» Когда клиент получает ответ от сервера, он читает и интерпретирует содержащуюся в ответе запись ресурса A, узнавая IP-адрес компьютера, запрошенного по имени.

Запросы DNS используют несколько способов сопоставления имен. Клиент может иногда ответить на запрос с помощью локальной кэшированной информации, полученной в предыдущем запросе. DNS-сервер может использовать собственный кэш информации о записях ресурсов для ответа на запрос. DNS -сервер может также запросить или обратиться к другим DNS-серверам в интересах запрашивающего клиента для полного сопоставления имени, а затем отправить ответ клиенту. Этот процесс называют рекурсией.

 В дополнение к этому, клиент может самостоятельно пытаться установить контакт с дополнительными DNS-серверами для сопоставления имени. При этом клиент использует отдельные дополнительные запросы, базирующиеся на ссылочных ответах от серверов. Этот процесс называют итерацией. В общем случае процесс запроса DNS выполняется в две стадии. 

· Запрос к имени начинается на клиентском компьютере и передается в систему сопоставления имен службы DNS-клиент. 

· Когда не удается ответить на запрос на локальном уровне, можно для сопоставления имени запрашивать DNS-серверы по мере необходимости. 

Обе стадии процесса подробнее рассматриваются в следующих разделах.

Локальная система разрешения имен

 
На начальных этапах процесса в программе на локальном компьютере используется доменное имя DNS. Затем запрос передается в службу «DNS- клиент» для сопоставления с помощью локальной кэшированной информации. Если удается разрешить запрошенное имя, поступает ответ на запрос и процесс завершается. Кэш локального сопоставления имен может включать информацию об именах из двух возможных источников. 

· Если имеется локальный файл Hosts, все сопоставления имен и адресов из этого файла предварительно загружаются в кэш при запуске службы «DNS-клиент». 

· Записи ресурсов, полученные в ответах на запросы из предыдущих запросов DNS, добавляются в кэш и сохраняются в нем в течение определенного периода времени. 

 
Если клиент не находит сопоставления в кэше, процесс продолжается с помощью запроса на разрешение имени от клиента к DNS-серверу. 

Запрос к DNS-серверу

 Клиент запрашивает основной DNS-сервер. Из глобального списка выбирается сервер, используемый на начальной стадии запроса от клиента к серверу. Когда DNS-сервер принимает запрос, он сначала проверяет, можно ли дать удостоверяющий ответ на базе записей ресурсов, содержащихся в локальной зоне в конфигурации сервера. Если запрошенное имя соответствует информации в записи ресурса в локальной зоне, сервер дает удостоверяющий ответ, используя эту информацию для разрешения имени. Если в зоне нет информации для запрошенного имени, сервер проверяет, можно ли разрешить имя, используя информацию предыдущих запросов в локальном кэше. Если здесь обнаруживается совпадение, сервер отвечает с использованием этой информации. И в этом случае, если основной сервер может дать запрашивающему клиенту утвердительный ответ на сопоставление из собственного кэша, запрос завершается. Если на основном сервере не удается найти запрошенное имя — ни в кэше, ни в зонах — процесс выполнения запроса может продолжаться с использованием рекурсии для полного разрешения имени. При этом другие DNS-серверы помогают разрешить имя. Служба «DNS-клиент» по умолчанию указывает серверу использовать процесс рекурсии для полного разрешения имен в интересах клиентов перед возвращением ответа. В большинстве случаев DNS-серверы по умолчанию настраиваются на поддержку процесса рекурсии, как показано на следующем рисунке.
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Рисунок 2. Процесс рекурсии при разрешении имени.

 Для правильного выполнения рекурсии DNS-сервером ему необходимы сведения о контактах с другими DNS-серверами в пространстве доменных имен DNS. Такая информация обеспечивается в виде корневых ссылок, списка предварительных записей ресурсов, которые могут использоваться службой DNS для обнаружения других DNS-серверов, которые являются удостоверяющими для корня дерева пространства доменных имен DNS . Корневые серверы являются удостоверяющими для корня доменов и доменов верхнего уровня в дереве пространства доменных имен DNS.

 Ранее отмечалось, что процесс заканчивается возвращением клиенту утвердительного ответа. Однако запросы могут возвращать и другие ответы. Приведем наиболее общие типы таких ответов: 

· удостоверяющий ответ; 

· утвердительный ответ; 

· ссылочный ответ; 

· отрицательный ответ. 

Удостоверяющий ответ представляет утвердительный ответ, возвращенный клиенту и доставленный с установленным битом полномочий в сообщении DNS, указывающим, что ответ получен от сервера, имеющего прямые полномочия для запрашиваемого имени.

Утвердительный ответ может содержать запрошенную запись ресурса или список записей ресурсов (который также называют набором записей), соответствующих запрошенному доменному имени DNS и типу записи, указанному в сообщении запроса.

Ссылочный ответ содержит дополнительные записи ресурсов, не указанные по имени или типу в запросе. Ответ этого типа возвращается клиенту, если процесс рекурсии не поддерживается. Эти записи должны рассматриваться как справочные, которые могут использоваться клиентом для продолжения запроса с помощью итераций. Если клиент способен использовать итерации, он может выполнить дополнительные запросы в попытке полностью разрешить имя самостоятельно.

Отрицательный ответ от сервера может указывать на один из двух возможных результатов попытки сервера обработать и рекурсивно полностью и удостоверяющим образом сопоставить имя в запросе: 

· Удостоверяющий сервер ответил, что запрошенное имя не существует в пространстве имен DNS. 

· Удостоверяющий сервер ответил, что запрошенное имя существует, но для этого имени отсутствуют записи указанного типа. 

 
Система сопоставления имен передает результаты запроса в виде утвердительного или отрицательного ответа в запрашивающую программу и кэширует ответ. Итерации представляют тип сопоставления имен, используемый DNS-клиентами и серверами при выполнении следующих условий. 

· Клиент запрашивает использование рекурсии, но рекурсия отключена на DNS-сервере. 

· Клиент не запрашивает использование рекурсии при запросе к DNS-серверу. 

 Итерационный запрос от клиента сообщает DNS-серверу, что клиент ожидает от DNS-сервера наиболее точный ответ немедленно без обращения к другим DNS-серверам. Когда используются итерации, DNS-сервер отвечает клиенту о запрошенных именах на основании собственной информации о пространстве имен. Например, если DNS-сервер в интрасети получает запрос от локального клиента для имени «www.edu.ru», он может возвратить ответ из кэша имен. Если в данный момент запрошенное имя не сохраняется в кэше сервера, то сервер может ответить предоставлением ссылки — т.е. списка записей ресурсов других DNS -серверов, которые ближе к имени, запрошенному клиентом. Когда предоставляется ссылка, DNS-клиент принимает на себя ответственность за продолжение итерационных запросов на сопоставление имени к другим указанным в конфигурации DNS-серверам. Например, в наиболее общем случае DNS-клиент может расширить область поиска до серверов корневого домена в Интернете в попытках обнаружить удостоверяющие DNS-серверы для домена «ru». После установления контакта с корневыми серверами Интернета клиент может получить от них дальнейшие итерационные ответы, указывающие на фактические DNS-серверы Интернета для домена «edu.ru». Когда клиенту предоставляются записи для этих DNS-серверов, он может отправить дальнейший итерационный запрос внешним DNS -серверам edu в Интернете, которые могут дать определенный и удостоверяющий ответ. При использовании итераций DNS-сервер может также содействовать в запросе на сопоставление имени, предоставив клиенту собственный наиболее точный ответ. Для большинства итерационных запросов клиент использует локальный список DNS-серверов для обращения к другим серверам имен в пространстве имен DNS, если его собственный основной DNS-сервер не может сопоставить имя в запросе.

 По мере того как DNS-серверы обрабатывают запросы клиентов с помощью рекурсии или итераций, они находят и накапливают значительный объем информации о пространстве имен DNS. Эта информация кэшируется сервером. Кэширование дает возможность ускорить сопоставление часто используемых имен DNS в последующих запросах и существенно снижает трафик запросов DNS в сети. При выполнении рекурсивных запросов DNS-серверами для клиентов они временно кэшируют записи ресурсов. Кэшированные записи ресурсов содержат информацию, полученную от DNS-серверов, которые являются удостоверяющими для доменных имен DNS. Эта информация накапливается при выполнении итерационных запросов в процессе поиска и полного ответа на рекурсивный запрос, выполняемый в интересах клиента. Когда затем другие клиенты размещают новые запросы на информацию, отвечающую кэшированным записям ресурсов, DNS-сервер может использовать данные из кэшированных записей ресурсов для ответа. При кэшировании информации значение срока жизни применяется ко всем кэшированным записям ресурсов. Пока не истек срок жизни кэшированной записи ресурса, DNS-сервер может продолжать кэшировать и снова использовать запись ресурса при ответах на соответствующие запросы клиентов. Значения срока жизни кэширования, используемые записями ресурсов в большинстве конфигураций зон, назначаются в параметре Мин. срок жизни TTL (по умолчанию), который задается в начальной записи зоны. По умолчанию задается значение минимального срока жизни 3600 секунд (1 час), но это значение может быть изменено; могут также задаваться отдельные значения срока жизни для каждой записи ресурса.

Обратный просмотр

 В большинстве операций просмотра DNS-клиенты обычно выполняют прямой просмотр, т. е. поиск, основанный на имени DNS другого компьютера, сохраненного в записи ресурса адреса (A). В этом типе запроса в качестве данных для ответа на запрос ожидается IP-адрес. DNS также обеспечивает возможность обратного просмотра, в котором клиенты используют известный IP-адрес для поиска имени компьютера по этому адресу. Обратный просмотр фактически является формой вопроса типа «Можете ли вы сказать мне имя DNS компьютера, который использует IP-адрес 192.168.1.20?».

 Система DNS не разрабатывалась изначально для поддержки запросов этого типа. Одной из проблем при поддержке запросов обратного просмотра является различие в способах организации и индексации пространства имен DNS и способов назначения IP-адресов. Если бы единственным таким способом был бы поиск во всех доменах пространства имен DNS, то для обработки обратного запроса потребовалось бы слишком много времени и такой запрос оказался бы бесполезным.

 Чтобы разрешить эту проблему, в стандартах DNS был определен и зарезервирован специальный домен в пространстве имен DNS Интернета, in-addr.arpa, обеспечивающий практичный и надежный способ выполнения обратных запросов. Чтобы создать обратное пространство имен, поддомены в домене in-addr.arpa формируются с помощью обратного упорядочения чисел в точечно-десятичной нотации IP-адресов. Такое обратное упорядочение доменов для каждого октета необходимо, поскольку в отличие от имен DNS, для которых IP-адреса читаются слева направо, здесь интерпретация выполняется в обратном порядке. Когда IP-адрес читается слева направо, информация анализируется от наиболее общей (IP-адрес сети в левой части адреса) до наиболее конкретной (IP-адрес узла в последнем октете). По этой причине порядок октетов IP-адреса должен быть обращен при построении дерева домена in-addr.arpa. IP-адреса дерева DNS in-addr.arpa могут делегироваться организациям, которым назначается ограниченный набор IP-адресов в границах определенных для Интернета классов адресов. И, наконец, для дерева домена in-addr.arpa, встроенного в DNS, требуется определение дополнительного типа записей ресурсов — запись ресурса указателя (PTR). Такая запись ресурса используется для сопоставления в зоне обратного просмотра, обычно соответствующего записи ресурса именованного узла (A) для имени DNS компьютера в зоне прямого просмотра.

 Следующий рисунок иллюстрирует обратный запрос, инициируемый DNS-клиентом (host-b), которому требуется узнать имя другого узла (host-a) по его IP-адресу 192.168.1.20.
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Рисунок 3. Обратный запрос.

 
Как показано на рисунке, обратный запрос включает следующие этапы. 

1. Клиент «host-b» запрашивает DNS-сервер о записи ресурса указателя (PTR), сопоставляющей IP-адрес 192.168.1.20 для имени «host-a». Поскольку запрос относится к записям PTR, система сопоставления имен обращает адрес и добавляет имя домена «in-addr.arpa» в конец обращенного адреса. В результате образуется полное доменное имя узла («20.1.168.192.in-addr.arpa.»), для которого будет проводиться поиск в зоне обратного просмотра. 

2. После обнаружения имени удостоверяющий DNS-сервер для имени «20.1.168.192.in-addr.arpa» может возвратить ответ с информацией записи PTR. В этой информации содержится доменное имя DNS узла «host-a», что приводит к завершению процесса обратного просмотра. Необходимо помнить, что если запрошенное обратное имя не может быть возвращено DNS-сервером, можно использовать сопоставление имен DNS (либо рекурсию, либо итерации) для обнаружения DNS-сервера, который является удостоверяющим для зоны обратного просмотра и содержит запрашиваемое имя. В этом смысле процесс сопоставления имен при обратном просмотре аналогичен процессу прямого просмотра 

Инвертированные запросы

Инвертированные запросы являются устаревшим средством, которое ранее было предложено как часть стандарта DNS для поиска имени узла по его IP-адресу. В них используются нестандартные операции запросов DNS, а их применение ограничено ранними версиями программы Nslookup, которая является утилитой командной строки для устранения неполадок и тестирования службы DNS.

 
Служба DNS распознает и принимает сообщения инвертированных запросов и отвечает на них с имитацией ответа на инвертированный запрос. 

Динамическое обновление

Динамическое обновление позволяет компьютерам DNS-клиентов регистрировать и динамически обновлять собственные записи ресурсов с помощью DNS-сервера при каждом возникновении изменений. Это снижает необходимость администрирования записей зон вручную, в особенности для клиентов, которые путешествуют или часто меняют расположение и получают IP-адреса через DHCP.

 Клиентские и серверные службы DNS поддерживают использование динамических обновлений, как описано в документе RFC 2136, «Dynamic Updates in the Domain Name System». Служба DNS-сервер поддерживает включение и отключение динамических обновлений отдельно для каждой зоны на каждом сервере, настроенном для загрузки либо стандартной основной зоны, либо зоны, интегрированной в каталоги. Служба DNS-клиент будет по умолчанию динамически обновлять свои записи ресурсов узла (A) в DNS, когда была выполнена настройка для TCP/IP. 

Динамические обновления обычно запрашиваются, когда изменяется имя DNS или IP-адрес компьютера. Например, предположим, что для клиента с именем «oldhost» в окне Свойства системы заданы следующие имена:
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Таблица 2. Старые имена компьютера.

 В этом примере в конфигурации компьютера нет доменных имен DNS, специфических для подключения. В дальнейшем компьютер переименовывается из «oldhost» в «newhost», в результате чего имена изменяются следующим образом.
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Таблица 3. Новые имена компьютера.

 После изменения имени в окне Свойства системы отображается приглашение перезагрузить компьютер. Когда при перезагрузке компьютер запускает ОС, служба DHCP-клиент выполняет следующие действия для обновления DNS.

1. Служба DHCP-клиент отправляет запрос для типа начальной записи зоны (SOA) с использованием доменного имени DNS компьютера. Клиентский компьютер использует текущее полное доменное имя узла компьютера (в данном случае «newhost. mspu.edu.ru») как имя, указанное в этом запросе. 

2. Удостоверяющий DNS-сервер зоны, содержащей полное доменное имя узла клиента, отвечает на запрос типа SOA. 

3. После этого служба DHCP-клиент пытается установить контакт с основным DNS-сервером. 

a) Клиент обрабатывает ответ на запрос SOA для его имени, чтобы определить IP-адрес DNS-сервера, удостоверенного как основной сервер, для принятия его имени. Далее он выполняет такую последовательность шагов, необходимых, чтобы установить контакт и динамически обновить его основной сервер. 

b) Клиент отправляет запрос на динамическое обновление основному серверу, определенному в ответе на запрос SOA. 

c) Если обновление выполняется успешно, другие действия не предпринимаются. 

d) При отказе на обновление клиент отправляет запрос типа NS (о серверах имен) для зоны, имя которой указано в записи SOA. 

e) Когда клиент получает ответ на этот запрос, он отправляет запрос SOA на первый DNS-сервер, перечисленный в ответе. 

f) После разрешения имен в запросе SOA клиент отправляет динамическое обновление серверу, указанному в возвращенной записи SOA. Если обновление выполняется успешно, другие действия не предпринимаются. 

g) При отказе на обновление клиент повторяет запрос SOA, отправляя его к следующему DNS-серверу, перечисленному в ответе. 

       4. Как только находится основной сервер, который может выполнить обновление, клиент отправляет запрос на обновление, который обрабатывается сервером. 

 Содержимое запроса на обновление включает инструкции добавить записи ресурсов A (и возможно PTR) для имени «newhost.mspu.edu.ru» и записи этих типов для ранее зарегистрированного имени «oldhost.mspu.edu.ru».

 
Сервер также выполняет проверку, разрешены ли обновления для запроса клиента. Для стандартных основных зон динамические обновления не являются безопасными, поэтому для клиентов должны выполняться любые попытки обновления. Для зон, интегрированных в службу каталогов Active Directory, обновления являются безопасными и выполняются с помощью параметров безопасности, устанавливаемых на основе каталогов.

 Динамические обновления отправляются или выполняются периодически. По умолчанию компьютер отправляет обновления каждые 7 дней. Если в результате обновления данные в зоне не изменяются, зона остается в текущей версии и никакие изменения не записываются. Обновления выполняются только при фактических изменениях имен и адресов в зоне или в результате добавочной зонной передачи.

Безопасное динамическое обновление

 Безопасные обновления DNS доступны только для зон, интегрированных в службу каталогов Active Directory. После преобразования зоны в интегрированную становится возможным использование с консоли DNS списков управления доступом. Можно добавлять пользователей и группы в списки или удалять их для указанной зоны или записи ресурса. Параметры безопасного динамического обновления для DNS-серверов и клиентов по умолчанию обрабатываются следующим образом. 

· DNS-клиенты сначала предпринимают попытки выполнить небезопасные динамические обновления. При отказе на небезопасные обновления клиенты пытаются выполнить безопасные обновления. Кроме того, клиенты используют политику обновления по умолчанию, которая позволяет им пытаться переписывать ранее зарегистрированную запись ресурса, если она специально не заблокирована условиями безопасности обновления. 

· После интегрирования зоны в службу каталогов Active Directory DNS-серверам Windows Server 2003 по умолчанию разрешаются только безопасные динамические обновления. При использовании стандартного сохранения зон настройки по умолчанию службы DNS-сервер не разрешают динамические обновления зон. И для зон, интегрированных в каталоги, и для использующих стандартное сохранение в файлах можно изменить параметры зоны и разрешить динамические обновления. Это позволяет принимать любые обновления. 

При развертывании DNS-серверов совместно с Active Directory необходимо иметь в виду следующее: 

· Служба DNS требуется для обнаружения контроллеров доменов Windows Server 2003. Служба сетевого входа в систему использует новые средства поддержки.

· DNS-серверов для обеспечения регистрации контроллеров доменов в пространстве доменных имен DNS. DNS-серверы Windows Server 2003 могут использовать службу каталогов Active Directory для сохранения и репликации зон. При интегрировании зон в службу каталогов пользователи получают возможность использовать дополнительные средства DNS, такие как безопасные динамические обновления и средства устаревания и очистки записей. 

Способы интеграции DNS со службой каталогов Active Directory: 

· При установке Active Directory на сервер выполняется повышение сервера до роли контроллера указанного домена. Когда данный процесс завершается, пользователю выводится приглашение указать доменное имя DNS для домена Active Directory, для которого выполняется присоединение и повышение сервера. 

· Если в этом процессе удостоверяющий DNS-сервер для указанного домена либо не обнаруживается в сети, либо не поддерживает протокол динамического обновления DNS, выводится приглашение установить DNS-сервер. Такая возможность предоставляется, поскольку DNS-серверу необходимо отыскать этот сервер или другие контроллеры домена для рядовых серверов домена Active Directory. 

После установки Active Directory имеются две возможности сохранения и репликации зон при работе с DNS-сервером на новом контроллере домена. 

· Стандартное сохранение зоны с помощью файла в текстовом формате. Зоны, сохраняемые в этом способе, размещаются в файлах с раширением DNS, которые сохраняется в папке systemroot\System32\Dns на каждом компьютере, на котором выполняется DNS-сервер. Имя файла зоны соответствует имени, которое пользователь выбрал для зоны при ее создании, например, mspu.edu.ru.dns, если именем зоны является «mspu.edu.ru.dns». 

· Сохранение зон, интегрированных в службу каталогов, с помощью базы данных Active Directory. Зоны, сохраняемые таким образом, размещаются в дереве Active Directory под разделом каталога домена или приложения. Каждая зона, интегрированная в службу каталогов, сохраняется в контейнере dnsZone, который идентифицируется по имени, выбранному пользователем при ее создании. 

Преимущества интеграции с Active Directory 

 В сетях с развертыванием DNS для поддержки службы каталогов Active Directory настоятельно рекомендуется использовать основные зоны, интегрированные в службу каталогов, которые предоставляют следующие преимущества. 

· Обновление с несколькими главными серверами и расширенные средства безопасности, базирующиеся на возможностях Active Directory. 

 В модели стандартного сохранения зон обновления DNS выполняются на основе модели с единственным главным сервером. В такой модели единственный удостоверяющий DNS-сервер зоны обозначается как основной источник для зоны. Это сервер содержит главную копию зоны в файле на локальном диске. В этой модели основной сервер зоны представляет единственную фиксированную точку отказа. Если этот сервер недоступен, запросы на обновление зоны от DNS-клиентов не обрабатываются. При сохранении зон, интегрированных в службу каталогов, динамические обновления DNS выполняются с использованием модели с несколькими главными серверами. В этой модели любой удостоверяющий DNS-сервер, например, контроллер домена, выполняющий службу DNS-сервер, обозначается как основной источник для зоны. Поскольку главная копия зоны поддерживается в базе данных Active Directory, которая полностью реплицируется на все контроллеры домена, зона может обновляться любыми DNS-серверами, выполняющимися на любом контроллере домена.

 При использовании модели Active Directory с несколькими главными серверами любой из основных серверов для зоны, интегрированной в каталоги, может обрабатывать запросы от DNS-клиентов на обновление зоны, пока контроллер домена является доступным по сети. Кроме того, при использовании зон, интегрированных в службу каталогов, можно с помощью списков управления доступом защитить объект-контейнер dnsZone в дереве каталогов. Это средство обеспечивает дифференцированный доступ к зоне или к конкретной записи ресурса в зоне. Например, список управления доступом для записи ресурса в зоне можно ограничить так, чтобы разрешить динамические обновления только указанному компьютеру клиента или группе безопасности, например, группе администраторов домена. Это средство безопасности недоступно для стандартных основных зон. Необходимо отметить, что при преобразовании зоны к типу интегрированной в службу каталогов настройка по умолчанию для обновлений зоны изменяется и разрешаются только безопасные обновления. Кроме того, при использовании списков управления доступом на объектах Active Directory, относящихся к DNS , списки управления доступом могут применяться только к службе DNS-клиент.

· Репликация и синхронизация зон с новыми контроллерами домена выполняется автоматически при каждом добавлении нового контроллера в домен Active Directory. 

 Хотя службу DNS можно выборочно удалять с контроллеров домена, зоны, интегрированные в службу каталогов, всегда сохраняются на каждом контроллере домена. В результате сохранение и управление зонами не является дополнительным ресурсом. Кроме того, способы синхронизации информации, сохраняемой в службе каталогов, обеспечивают повышение быстродействия по сравнению со стандартными способами сохранения обновлений зон, которые могут потенциально потребовать передачи зоны целиком.

· За счет сохранения баз данных зон DNS в Active Directory имеется возможность рационализировать репликацию баз данных в сети. 

 Когда пространство имен DNS и домены Active Directory сохраняются и реплицируются независимо, необходимо обеспечить планирование и администрирование каждого из них в отдельности. Например, при одновременном использовании стандартного сохранения зон DNS и службы каталогов Active Directory необходимо обеспечить структуру, реализацию, тестирование и управление для двух различных топологий репликации баз данных. Одна топология требуется для репликации данных из каталогов между контроллерами домена, а другая топология может потребоваться для репликации баз данных зон между DNS-серверами.

· Репликация каталогов выполняется быстрее и эффективнее, чем стандартная репликация DNS. 

 Поскольку репликация Active Directory выполняется на уровне отдельных свойств, распространяются только необходимые изменения. При этом для зон, интегрированных в службу каталогов, используется и отправляется меньший объем данных.

3.Задание

3.1 Изучить установка и настройка сервера DNS;

3.2 Заполнить таблицу 1.

4. Контрольные вопросы

4.1Документы определяющие элементы, общие для всех реализаций программного обеспечения DNS?
4.2 Четыре уровня доменов DNS?

4.3 Когда DNS-клиенту требуется найти имя, используемое в программе ему необходимо ?

4.4 Сообщение с запросом, отправляемое клиентом, содержит информацию каких трех типов?

4.5 Процесс запроса DNS выполняется в каких двух стадиях?

4.6 Кэш локального сопоставления имен может включать информацию об именах каких двух возможных источников?

4.7 Запрос к DNS-серверу - это?
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   Удостоверяющий ответ представляет ответ? 

· Утвердительный ответ представляет ответ?

· Ссылочный ответ представляет ответ?

· Отрицательный ответ представляет ответ?

4.9Итерации представляют тип сопоставления имен, используемый DNS-клиентами и серверами при выполнении каких условий?

4.10 Обратный просмотр-это?

4.11 Обратный запрос включает какие этапы?

4.12 Инвертированные запросы – это запрос?

4.13 Динамическое обновление-это?

4.14 Служба DHCP-клиент выполняет какие действия для обновления DNS?

4.15 Параметры безопасного динамического обновления для DNS-серверов и клиентов по умолчанию обрабатываются каким образом?

4.16 Преимущества интеграции с Active Directory?

4.17 Способы интеграции DNS со службой каталогов Active Directory?

4.18 При развертывании DNS-серверов совместно с Active Directory необходимо?

4.19 После установки Active Directory имеются две возможности сохранения и репликации зон?

4.20  Старые имена компьютера и новые имена компьютера (таблица 2,3)?

	Практическое занятие 19,20.

ISDN-сети

1 Цель работы

1.1 Изучить назначение ISDN-сети;

1.2 Изучить расчет многоканальной линии связи
Образовательные результаты, заявленные во ФГОС третьего поколения:

Студент должен 

уметь: 

 - осуществлять сборки различных видов серверов;

- выполнять установку программного обеспечения
знать: 

- программно-аппаратные ресурсы;

- принцип действия систем и устройств
2  Пояснения к работе

2.1Краткие теоретические сведения

ISDN (Integrated Services Digital Network - цифровые сети с интегральными услугами) относятся к сетям, в которых основным режимом коммутации является режим коммутации каналов, а данные обрабатываются в цифровой форме. Идеи перехода телефонных сетей общего пользования на полностью цифровую обработку данных, при которой конечный абонент передает данные непосредственно в цифровой форме, высказывались давно. Сначала предполагалось, что абоненты этой сети будут передавать только голосовые сообщения. Такие сети получили название IDN - Integrated Digital Network. Термин «интегрированная сеть» относился к интеграции цифровой обработки информации сетью с цифровой передачей голоса абонентом. Идея такой сети была высказана еще в 1959 году. Затем было решено, что такая сеть должна предоставлять своим абонентам не только возможность поговорить между собой, но и воспользоваться другими услугами - в первую очередь передачей компьютерных данных. Кроме того, сеть должна была поддерживать для абонентов разнообразные услуги прикладного уровня - факсимильную связь, телетекс (передачу данных между двумя терминалами), видеотекс (получение хранящихся в сети данных на свой терминал), голосовую почту и ряд других.

Архитектура сети ISDN предусматривает несколько видов служб (рис.  1):

· некоммутируемые средства (выделенные цифровые каналы);

· коммутируемая телефонная сеть общего пользования;

· сеть передачи данных с коммутацией каналов;

· сеть передачи данных с коммутацией пакетов;

· сеть передачи данных с трансляцией кадров (frame relay);

· средства контроля и управления работой сети.
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Как видно из приведенного списка, транспортные службы сетей ISDN действительно покрывают очень широкий спектр услуг, включая популярные услуги frame relay. Кроме того, большое внимание уделено средствам контроля сети, которые позволяют маршрутизировать вызовы для установления соединения с абонентом сети, а также осуществлять мониторинг и управление сетью. Управляемость сети обеспечивается интеллектуальностью коммутаторов и конечных узлов сети, поддерживающих стек протоколов, в том числе и специальных протоколов управления.

Рис. 1 Службы ISDN
Стандарты ISDN описывают также ряд услуг прикладного уровня: факсимильную связь на скорости 64 Кбит/с, телексную связь на скорости 9600 бит/с, видеотекс на скорости 9600 бит/с и некоторые другие.

На практике не все сети ISDN поддерживают все стандартные службы. Служба frame relay хотя и была разработана в рамках сети ISDN, однако реализуется, как правило, с помощью отдельной сети коммутаторов кадров, не пересекающейся с сетью коммутаторов ISDN.

Базовой скоростью сети ISDN является скорость канала DS-0, то есть 64 Кбит/с. Эта скорость ориентируется на самый простой метод кодирования голоса - ИКМ, хотя дифференциальное кодирование и позволяет передавать голос с тем же качеством на скорости 32 или 16 Кбит/с.

Пользовательские интерфейсы ISDN
Одним из базовых принципов ISDN является предоставление пользователю стандартного интерфейса, с помощью которого пользователь может запрашивать у сети разнообразные услуги. Этот интерфейс образуется между двумя типами оборудования, устанавливаемого в помещении пользователя (Customer Premises Equipment, СРЕ): терминальным оборудованием пользователя ТЕ (компьютер с соответствующим адаптером, маршрутизатор, телефонный аппарат) и сетевым окончанием NT, которое представляет собой устройство, завершающее канал связи с ближайшим коммутатором ISDN.

Пользовательский интерфейс основан на каналах трех типов:

· В-со скоростью передачи данных 64 Кбит/с;

· D - со скоростью передачи данных 16 или 64 Кбит/с;

· Н - со скоростью передачи данных 384 Кбит/с (НО), 1536 Кбит/с (НИ) или 1920 Кбит/с (Н12).

Каналы типа В обеспечивают передачу пользовательских данных (оцифрованного голоса, компьютерных данных или смеси голоса и данных) и с более низкими скоростями, чем 64 Кбит/с. Разделение данных выполняется с помощью техники TDM. Разделением канала В на подканалы в этом случае должно заниматься пользовательское оборудование, сеть ISDN всегда коммутирует целые каналы типа В. Каналы типа В могут соединять пользователей с помощью техники коммутации каналов друг с другом, а также образовывать так называемые полупостоянные (semipermanent) соединения, которые эквиваленты соединениям службы выделенных каналов. Канал типа В может также подключать пользователя к коммутатору сети Х.25.

Канал типа D выполняет две основные функции. Первой и основной является передача адресной информации, на основе которой осуществляется коммутация каналов типа В в коммутаторах сети. Второй функцией является поддержание услуг низкоскоростной сети с коммутацией пакетов для пользовательских данных. Обычно эта услуга выполняется сетью в то время, когда каналы типа D свободны от выполнения основной функции.

Каналы типа Н предоставляют пользователям возможности высокоскоростной передачи данных. На них могут работать службы высокоскоростной передачи факсов, видеоинформации, качественного воспроизведения звука.

Пользовательский интерфейс ISDN представляет собой набор каналов определенного типа и с определенными скоростями.

Сеть ISDN поддерживает два типа пользовательского интерфейса - начальный (Basic Rate Interface, BRI) и основной (Primay Rate Interface, PRI).

2.2 Расчет многоканальной линии связи

Пример решения:

Сколько одновременных разговоров Np можно обеспечить по многоканальной линии связи в цифровой сети связи, если заданы:

Vлс=1,536 Мбит/с — суммарная пропускная способность линии связи;

Vот=8000 отобр./с — аналоговых сигналов при преобразовании их в цифровые;

Nэ=8 — разрядность двоичного кода, представляющего в линии связи одно отображение?

Суммарная пропускная способность линии связи определяется по формуле

Vлс=Nкс*Vот*Nэ,

где Nкс — число каналов в многоканальной линии связи.

Так как по всем каналам можно вести разговор одновременно и независимо, то 

Nр=Nкс.

Следовательно,

Vлс=Nр*Vот*Nэ.

Отсюда

Nр=24.

3.Задание

3.1 Законспектировать краткие теоретические сведения;

3.2 Изучить расчет многоканальной линии связи.

4. Контрольные вопросы

4.1 ISDN-это?

4.2 Пользовательские интерфейсы ISDN
4.3 Пользовательский интерфейс основан на каких каналах трех типов?

4.4 Архитектура сети ISDN предусматривает несколько видов служб?
4.5 Каналы типа В?

4.6 Канал типа D?

4.7 Каналы типа Н?
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