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1. пОЯСНИТЕЛЬНАЯ  ЗАПИСКА
Тест предназначен для студентов 5 курса. 
Вопросы подобраны таким образом, чтобы можно было проверить подготовку студентов по усвоению соответствующих знаний и умений  изученной дисциплины. 
Предлагается пакет тестовых заданий по оценке качества подготовки студентов. Пакет содержит  проверочные тесты, с помощью которых преподаватель может проверить качество усвоения пройденного материала: 

· часть А – 20 заданий с кратким ответом – проверка теоретических знаний (задания закрытого типа); 

· часть B – комплексный практический тест с 8-ю заданиями открытого типа;

· часть C – комплексный практический тест с 2-мя заданиями открытого развернутого типа. 
С целью проверки знаний и умений  изученной дисциплины  каждый студент получает следующий пакет:

Часть А (проверка теоретических знаний) - информационный тест, включающий в себя 20 заданий.  

Часть А тестового задания включает в себя:
· выбор правильного ответа;

· множественный выбор; 

· установление соответствия;

· установление правильной последовательности;

· закончить предложение. 

За каждый правильный ответ – 2 балла.

Максимальное количество баллов – 40.
Часть B (проверка практических знаний и умений) - комплексный практический тест, включающий в себя 8 заданий открытого типа со свободным ответом.
За каждый правильный ответ – 5 баллов.

Максимальное количество баллов – 40.
Часть C (проверка практических знаний и умений) - комплексный практический тест (письменное задание), включающий в себя 2 задания повышенного уровня сложности открытого типа с развернутым ответом.
За каждый правильный ответ – 10 баллов.

Максимальное количество баллов – 20.
2. Знания, умения по окончанию изучения дисциплины

В результате освоения вариативной части дисциплины обучающийся должен уметь:

 - реализовывать алгоритмы различными методами.
В результате освоения вариативной части дисциплины обучающийся  должен знать:

- методы построения алгоритмов.
3. Тестовые задания
Часть А

1.Какая форма описания алгоритма отсутствует?

   1. словесная

   2. блок-схема

   3. запись на языке программирования

   4. структурная схема

2. Последовательность действий, направленных на получение определённого результата за конечное число шагов - это
1. алгоритм

2. программа

3. программный цикл

4. программный продукт

3. Сортировка слиянием  решается методом:
   1. «Разделяй и властвуй»
   2.  подъема и локального поиска
   3. «Жадный» алгоритм
   4. эвристики
4. Нахождение максимального/минимального элемента массива решается методом:

   1. «Разделяй и властвуй»
   2.  ветвей и границ
   3. «Жадный» алгоритм
   4. эвристики
5. Умножение длинных целочисленных значений решается методом:

   1. «Разделяй и властвуй»
   2.  ветвей и границ
   3. «Жадный» алгоритм
   4. эвристики
6. Алгоритм быстрого преобразования Фурье решается методом:
   1. «Разделяй и властвуй»
   2.  ветвей и границ
   3. «Жадный» алгоритм
   4. эвристики
7. Алгоритм «Ханойская башня» решается методом:
   1. «Разделяй и властвуй»
   2.  ветвей и границ
   3. «Жадный» алгоритм
   4. эвристики
8. Сортировка массива из n чисел в порядке возрастания решается методом:
   1. «Разделяй и властвуй»
   2.  ветвей и границ
   3. «Жадный» алгоритм
   4. эвристики
9. Задача сетевого планирования решается методом:
   1. «Разделяй и властвуй»
   2.  подъема и локального поиска
   3. ветвей и границ
   4. эвристики
10. Задача нахождения максимума функции нескольких переменных решается методом:
   1. «Разделяй и властвуй»
   2.  подъема и локального поиска
   3. ветвей и границ
   4. эвристики
11. Задача поиска минимального остовного дерева в графе решается методом:

   1. «Разделяй и властвуй»
   2.  подъема и локального поиска
   3. ветвей и границ
   4. эвристики
12. Задача коммивояжера решается методами:

   1.«Разделяй и властвуй»
   2. подъема и локального поиска
   3. программирования с отходом назад
   4. эвристики
13. Задачи линейного программирования решаются методом: 

   1. «Разделяй и властвуй»
   2.  подъема и локального поиска
   3. ветвей и границ
   4. эвристики
14.  Алгоритм Крускала поиска минимального остовного дерева решается методом:
   1. «Разделяй и властвуй»
   2.  ветвей и границ
   3. «Жадный» алгоритм
   4. эвристики
15. Алгоритм Дейкстра поиска кратчайшего пути в неориентированном графе решается методом:

   1. «Разделяй и властвуй»
   2.  ветвей и границ
   3. «Жадный» алгоритм
   4. эвристики
16 . Модифицированный алгоритм Крускала для задачи коммивояжера решается методом:

   1. «Разделяй и властвуй»
   2.  ветвей и границ
   3. «Жадный» алгоритм
   4. эвристики
17. Поиск кратчайшего пути в графе решается методом:
   1. «Разделяй и властвуй»
   2.  ветвей и границ
   3. программирования с отходом назад
   4. эвристики
18. Выход из лабиринта решается методом:
   1. «Разделяй и властвуй»
   2.  ветвей и границ
   3. программирования с отходом назад
   4. эвристики
19. Задача обхода шахматной доски конем решается методом:
   1. «Разделяй и властвуй»
   2.  ветвей и границ
   3. программирования с отходом назад
   4. эвристики
20. Задача о восьми ферзях решается методом:
   1. «Разделяй и властвуй»
   2.  ветвей и границ
   3. программирования с отходом назад
   4. эвристики
21. Игра «Крестики-нолики» программируется методом:
   1. «Разделяй и властвуй»
   2.  ветвей и границ
   3. программирования с отходом назад
   4. эвристики
22. Игра «Пятнашки» программируется методом:

   1. «Разделяй и властвуй»
   2.  ветвей и границ
   3. программирования с отходом назад
   4. эвристики
23. Задачи оптимального распределения ресурсов решается методом:

   1. «Разделяй и властвуй»
   2.  ветвей и границ
   3. программирования с отходом назад
   4. динамического программирования

24. Задачи оптимального управления запасами решается методом:

   1. «Разделяй и властвуй»
   2.  ветвей и границ
   3. программирования с отходом назад
   4. динамического программирования

25. Задача реинженеринга (оптимальная стратегия модернизации) решается методом:

   1. «Разделяй и властвуй»
   2.  ветвей и границ
   3. программирования с отходом назад
   4. динамического программирования

26. Задача оптимального плана производства решается методом:

   1. «Разделяй и властвуй»
   2.  ветвей и границ
   3. программирования с отходом назад
   4. динамического программирования

27. Задачи целочисленного линейного программирования решается методом:
   1. «Разделяй и властвуй»
   2.  ветвей и границ
   3. программирования с отходом назад
   4. динамического программирования

28. Задачи маршрутизации решаются методом:

   1. «Разделяй и властвуй»
   2.  ветвей и границ
   3. программирования с отходом назад
   4. динамического программирования

29. Задача о велосипедном замке решается методом:
   1. «Разделяй и властвуй»
   2.  ветвей и границ
   3. программирования с отходом назад
   4. динамического программирования

30. Метод ab-отсечений является разновидностью:
   1. алгоритма поиска с возвратом

   2. метода ветвей и границ
   3. «жадного» алгоритма
   4. динамического программирования

31. Метод ветвей и границ является разновидностью::
   1. алгоритма поиска с возвратом

   2. эвристики
   3. «жадного» алгоритма
   4. динамического программирования

32. Эвристические алгоритмы не основаны на методах:

1. «Разделяй и властвуй»
2.  подъема
3. обратного отслеживания

4. динамического программирования

33. Для разработки биматричных игр  используется метод:
   1. ab-отсечений
   2. эвристики
   3. «жадного» алгоритма
   4. динамического программирования

34. Если процедура или функция в ходе выполнения вызывает саму себя, то используется:
   1. рекурсия
   2. эвристика
   3. ab-отсечение
   4. «жадный алгоритм»
35. Для вычисления факториала натурального  числа  используется метод:

   1. рекурсия
   2. эвристика
   3. ab-отсечение
   4. «жадный алгоритм»
36. Алгоритм сортировки слиянием является: 

   1. рекурсивным
   2. эвристическим
   3. «жадным»
   4. динамическим
37. Составление сетевого графика выполнения работ решается методом:

   1. «Разделяй и властвуй»
   2.  ветвей и границ
   3. «Жадный» алгоритм
   4. эвристики
38. «Лобовыми» алгоритмами называют:

   1. поиска с возвратом
   2.  ветвей и границ
   3. «Жадный» алгоритм
   4. эвристики
39. Для решения задачи коммивояжера наиболее эффективным является алгоритм:

   1. рекурсивный

   2. эвристический

   3. «жадный»
   4. динамический
40. Процесс пошагового решения задач, где на каждом шаге выбирается единственное решение из множества допустимых, такое, которое оптимизирует заданную целевую функцию называется:
   1. рекурсивным алгоритмом
   2. эвристическим алгоритмом

   3. «жадным» алгоритмом
   4. динамическим программированием

Часть B
1.Рекурсию следует применять только там, где … 
Ответ: нет очевидного итерационного решения
2. Для повышения эффективности алгоритмов, разработанных методом «Разделяй и властвуй», используется метод: 
Ответ: балансировки, который заключается в разбиении задачи на подзадачи равных размеров.
3. Вычислительная сложность алгоритма сортировки слиянием равна:       
Ответ:  T2(n)=O(n*log(n))
4.Метод «Разделяй и властвуй» полезен, если …
Ответ: задачу можно разбить на подзадачи за приемлемое время, а суммарный размер подзадач будет небольшим
5. Алгоритм, который хорошо работает на всех тестовых задачах, , пока не будет найдено доказательство его правильности:    
Ответ: считается эвристикой 
6.Для решения задачи коммивояжера наиболее эффективным является: 
Ответ: эвристический алгоритм
7. Процесс пошагового решения задач, где на каждом шаге выбирается единственное решение из множества допустимых, такое, которое оптимизирует заданную целевую функцию называется:               

Ответ: динамическое программирование 

8. Алгоритм динамического программирования в худшем случае имеет сложность? 

Ответ: экспоненциальную сложность для задач со сложностью порядка O(n!)   
9.    В теории динамического программирования (ДП) выделяют 3 аспекта:

Ответ: 
1 – теоретический (ДП используется для доказательства теорем существования сходимости и др.);

2 – прикладной (ДП используется для построения модели задач оптимизации);

3 – вычислительный (касается программной реализации).

10. Основные работы по динамическому программированию написаны:   

Ответ: Беллманом, Венцем и Вагнером                    

11 Эвристический алгоритм обладает следующими свойствами:
Ответ: 
a)  Он дает хорошее, хотя и не всегда оптимальное решение.

b)  Он работает быстрее и его проще реализовать, чем любой точный алгоритм.

12. Сложность алгоритма полного перебора -
Ответ: O(N!)

Часть C
1. Описать принцип метода «Разделяй и властвуй».
2. Описать принцип метода ветвей и границ.
3. Описать принцип метода a-b-отсечения.
 4. Описать метод динамического программирования.
.

4. Критерии по выставлению баллов
	Определение количества тестовых вопросов (заданий)

	Количество часов учебной дисциплины согласно учебному плану
	Всего
	Часть А
	Часть В
	Часть С

	52
	56
	40
	12
	4


	Сводная таблица с критериями баллов

	Части
	Баллы

	А
	40

	B
	40

	C
	20

	Итого (макс. баллы)
	100


	Критерии оценок

	Баллы
	Оценки

	86-100
	5

	71-85
	4

	49-70
	3

	Менее 48 баллов
	перезачет


Время выполнения тестовых заданий: 60 минут астрономического времени. 
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