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ПРЕДИСЛОВИЕ

Методические указания для студентов по выполнению практических работ  адресованы  студентам очной, заочной и заочной с элементами дистанционных технологий формы обучения.

Методические указания созданы в помощь для работы на занятиях, подготовки к практическим работам, правильного составления отчетов.


Приступая к выполнению практической работы, необходимо внимательно прочитать цель работы, ознакомиться с требованиями к уровню подготовки в соответствии с федеральными государственными стандартами (ФГОС), краткими теоретическими сведениями, выполнить задания работы, ответить на контрольные вопросы для закрепления теоретического материала и сделать выводы. 


Отчет о практической работе необходимо выполнить и сдать в срок, установленный преподавателем. 

Наличие положительной оценки по практическим работам необходимо для допуска к экзамену, поэтому в случае отсутствия студента на уроке по любой причине или получения неудовлетворительной оценки за практическую  необходимо найти время для ее выполнения или пересдачи.

Правила выполнения практических работ


1. Студент должен прийти на практическое занятие подготовленным к выполнению практической работы.


2. После проведения практической работы студент должен представить отчет о проделанной работе.


3. Отчет о проделанной работе следует выполнять в журнале практических работ на листах формата А4 с одной стороны листа.

Оценку по практической работе студент получает, если:

- студентом работа выполнена в полном объеме;

- студент может пояснить выполнение любого этапа работы;

- отчет выполнен в соответствии с требованиями к выполнению работы;

- студент отвечает на контрольные вопросы на удовлетворительную оценку и выше.


Зачет по выполнению практических работ студент получает при условии выполнения всех предусмотренных программой работ после сдачи журнала с отчетами по работам и оценкам.

Внимание! Если в процессе подготовки к практическим работам или при решении задач возникают вопросы, разрешить которые самостоятельно не удается, необходимо обратиться к преподавателю для получения разъяснений или указаний в дни проведения дополнительных занятий. 

Обеспеченность занятия (средства обучения):
1. Учебно-методическая литература:

1. Колдаев В.Д. Основы алгоритмизации и программирования. Учебное пособие под редакцией проф. Л.Г. Гагариной (Профессиональное образование). – М.: ИД «ФОРУМ»: Инфра-М, 2012

2. Семакин И.Г., Шестаков А.П. Основы алгоритмизации и программирования. (Среднее профессиональное образование). Учебник  - ОИЦ «Академия», 2012
Справочная литература:

· справочники по языкам программирования
2. Технические средства обучения:

· персональный компьютер.

3. Программное обеспечение: Turbo Pascal 7.5,Pascal ABC, Delphi 8.0, С++, С#.
4. Отчет по выполнению практических  работ
Порядок выполнения отчета по практической работе

1. Ознакомиться с теоретическим материалом по практической работе.

2. Записать краткий конспект теоретической части.

3. Выполнить предложенное задание.

4. Продемонстрировать результаты выполнения предложенных заданий преподавателю.

5. Записать код программы в отчет.

6. Записать выводы о проделанной работе.

Практическая работа № 1-2
 «Применение метода «Разделяй и властвуй»
Цель работы:   научиться применять метод «Разделяй и властвуй».
Образовательные результаты, заявленные во ФГОС третьего поколения:
Студент должен 

уметь: 

- реализовывать алгоритмы различными методами.

знать: 

- различные методы построения алгоритмов.
Краткие теоретические и учебно-методические материалы по теме практической работы 

В основе метода «Разделяй и властвуй» лежит разбиение задачи на подзадачи (декомпозиция).

Первый шаг – это разделение задачи на К подзадач со сложностью 1/К.

Властвование – второй шаг алгоритма. Это – использование рекурсионного процесса разбиения подзадач на еще более мелкие подзадачи до тех пор, пока подзадачи n-го уровня разделения будут достаточно малы для их тривиального решения.

	

	[image: image2.png]3amaa R
R Ry

momamaa 1 Topamata 2

Rii >
11

Ry Ry Ry,

N\ N\ N\






 

… … … …
Третий этап метода – склеивание множества решений отдельных подзадач в общее решение.

Использование этого метода требует, чтобы в процессе разбиения подзадачи не повторялись и не пересекались друг с другом. Если это условие не выполняется, то данный метод решения не применим к таким задачам.

Задания для практического занятия:
Осуществить поиск в сети Интернет и реализовать на одном из языков программирования при помощи метода «Разделяй и властвуй» один из следующих алгоритмов:
1.Сортировка слиянием.
2. Нахождение максимального/минимального элемента массива.
3.Умножение длинных целочисленных значений.
4. Алгоритм быстрого преобразования Фурье.
5. Алгоритм «Ханойская башня».
6. Составление графика проведения чемпионата.

Практическая работа № 3-4 

 «Применение метода подъема и локального поиска»
Цель работы:   научиться применять метод подъема и локального поиска.
Образовательные результаты, заявленные во ФГОС третьего поколения:

Студент должен 

уметь: 

- реализовывать алгоритмы различными методами.

знать: 

- различные методы построения алгоритмов.
Краткие теоретические и учебно-методические материалы по теме практической работы 

Данный метод начинает работу с принятия начального предположения или вычисления начального решения задачи (1 этап).

2 этап – быстрое восхождение вверх от начального решения к более лучшим решениям. Восхождение заключается в преобразовании исходного решения по некоторой заданной ограниченной совокупности решений.

3 этап – перебор всех решений из ограниченного множества до тех пор, пока не будет найдено решение, улучшить которое невозможно. Однако найденное решение может быть неоптимальным (приближенным).

Примечание: если рассматривать улучшение начального решения на множестве всех возможных решений, то получаем метод полного перебора вариантов, дающий оптимальное решение за время, которое может быть неприемлемым. Поэтому метод подъема рассчитан на ограниченное подмножество решений, перебор которых дает вычислительную сложность порядка O(n2) или O(n3).

Метод подъема не гарантирует нахождение оптимального решения за один раз. Если задать несколько начальных приближений и найти соответствующие локальные оптимальные решения, которые могут различаться, и сравнить найденные максимумы с некоторой стоимостной функцией, то можно найти глобальное оптимальное решение.


Задания для практического занятия:
Осуществить поиск в сети Интернет и реализовать на языке программирования при помощи метода подъема и локального поиска  один из следующих алгоритмов:
1. Задача сетевого планирования.

2. Задача нахождения максимума функции нескольких переменных.

3. Задача поиска минимального остовного дерева в графе.

4. Задача коммивояжера.

5. Алгоритмы численных методов, дающие приближенные решения.

6. Задачи линейного программирования

Практическая работа № 5-6 

 «Применение «жадного» алгоритма»
Цель работы:   научиться применять «жадный алгоритм».
Образовательные результаты, заявленные во ФГОС третьего поколения:
Студент должен 

уметь: 

- реализовывать алгоритмы различными методами.

знать: 

- различные методы построения алгоритмов.
Краткие теоретические и учебно-методические материалы по теме практической работы 

«Жадный алгоритм» позволяет получить оптимальный результат в целом. Однако в жизни «жадная» стратегия дает стоимостную выгоду, тогда как общий результат может оказаться неприемлемым.

Нахождение минимального остовного дерева: 
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S0=7+4+4+5=20

S1=19

S2=16

S3=13

S4=12

Получаем минимальное остовное дерево:
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«Жадный алгоритм» сначала рассматривает все «свободные» дуги, выбирает дугу с минимальной стоимостью и добавляет ее к остовному графу. При этом получается цикл acd. Затем просматривает все дуги, входящие в цикл, и убирает дугу с максимальной стоимостью.

Задания для практического занятия:
Осуществить поиск в сети Интернет и реализовать на языке программирования при помощи «жадного» алгоритма один из следующих алгоритмов:
1. Алгоритм Крускала поиска минимального остовного дерева.

2. Алгоритм Дейкстра поиска кратчайшего пути в неориентированном графе.

3. Модифицированный алгоритм Крускала для задачи коммивояжера.

Практическая работа № 7-8
 «Применение метода программирования с отслеживанием»
Цель работы: научиться применять метод программирования с отслеживанием»
Образовательные результаты, заявленные во ФГОС третьего поколения:
Студент должен 

уметь: 

- реализовывать алгоритмы различными методами.

знать: 

- различные методы построения алгоритмов.
Краткие теоретические и учебно-методические материалы по теме практической работы 
Этот метод (называемый еще методом «поиска с возвратом») позволяет выполнить исчерпывающий поиск требуемого решения задачи без перебора всех возможных вариантов. Алгоритмы «поиска с возвратом» наиболее часто представляются в виде рекурсий. Эти алгоритмы ищут решение методом проб и ошибок, перебирая все или почти все варианты, поэтому их называют «лобовыми» алгоритмами. Такие алгоритмы наименее эффективны, чем другие.

Алгоритмы «поиска с возвратом» используются в случаях, когда нельзя применить другие, более эффективные алгоритмы. Поэтому «поиск с возвратом» - это метод на крайний случай. Он всего на один порядок лучше, чем прямой перебор всех вариантов.

Работа алгоритмов «с отходом назад» начинается от искомой цели и движется по направлению к постановке задачи с проверкой условий. При этом возможен обратный возврат от постановки задачи к решению.

Сложность алгоритмов «с возвратом» в худшем случае экспоненциальная, когда для поиска решения приходится просмотреть все варианты.

Общий принцип построения алгоритмов «поиска с возвратом»:

1 шаг: Задается начальное состояние,

2 шаг: Строится дерево решений, возможных для каждого состояния задачи,

3 шаг: Задается целевая функция стоимости решений,

4 шаг: Производится обход дерева с проверкой целевой функции для каждого решения и возвратом назад в корневую вершину с исключением пройденных ветвей дерева.

В результате прохождения графа будет найдено оптимальное решение.

Примечание: Для некоторых задач алгоритм «поиска с возвратом» не требует просмотра всех вариантов, что дает единственно правильное решение.

Задания для практического занятия:
Осуществить поиск в сети Интернет и реализовать на языке программирования при помощи метода программирования с отслеживанием один из следующих алгоритмов:
1. Поиск кратчайшего пути в графе.

2. Выход из лабиринта.

3. Обход шахматной доски конем.

4. Задача о восьми ферзях.

5. Крестики-нолики.

6. Пятнашки.

7. Задача коммивояжера.
8. Задача о велосипедном замке
Практическая работа № 9-10 

 «Применение эвристического метода»
Цель работы:   научиться применять эвристические методы.

Образовательные результаты, заявленные во ФГОС третьего поколения:

Студент должен 

уметь: 

- реализовывать алгоритмы различными методами.

знать: 

- различные методы построения алгоритмов.
Краткие теоретические и учебно-методические материалы по теме практической работы 
Эвристический алгоритм обладает следующими свойствами:

a)  Он дает хорошее, хотя и не всегда оптимальное решение.

b)  Он работает быстрее и его проще реализовать, чем любой точный алгоритм.

Хотя не существует универсальной структуры, описывающей эвристические алгоритмы, многие из них основаны на других методах:

- «Разделяй и властвуй»;

- подъема;

- обратного отслеживания.

Общий подход к построению эвристических алгоритмов заключается в перечислении всех требований к точному решению и их разделению на два класса:

1.  Первый класс включает требования, которые легко удовлетворить.

2.  Второй класс включает требования, которые удовлетворить нелегко.

Иными словами, первый класс – это требования, которые обязательно должны быть удовлетворены. Второй класс – требования, по отношению к которым допускается компромисс.

В этом случае цель построения эвристического алгоритма заключается в создании алгоритма, который гарантирует выполнение требований первого класса, и который мог бы выполнить требования второго класса, однако гарантии этому нет.

Часто очень хорошие алгоритмы должны рассматриваться как эвристики. Например, алгоритм, который хорошо работает на всех тестовых задачах, считается эвристикой, пока не будет найдено доказательство его правильности.

Задания для практического занятия:
Осуществить поиск в сети Интернет и реализовать на языке программирования при помощи метода эвристики один из следующих алгоритмов:
1. Обход шахматной доски конем.

2. Задача о восьми ферзях.

3. Крестики-нолики.

4. Пятнашки.

5. Задача коммивояжера.
6. Задача о велосипедном замке
Практическая работа № 11-12
 «Применение метода ветвей и границ»

Цель работы:   научиться применять метод ветвей и границ.

Образовательные результаты, заявленные во ФГОС третьего поколения:

Студент должен 

уметь: 

- реализовывать алгоритмы различными методами.

знать: 

- различные методы построения алгоритмов.
Краткие теоретические и учебно-методические материалы по теме практической работы 
Данный метод является разновидностью поиска с возвратом, поскольку исследует дерево решений и применяется для широкого класса дискретных комбинационных задач. Если алгоритм поиска с возвратом направлен на поиск первого или всех решений для заданного N, то метод ветвей и границ направлен на оптимизацию решения (поиск максимального или минимального решения или в зависимости от критерия оптимальности).
В решаемой задаче задается целевая функция стоимости для любой из вершин дерева поиска с целью найти минимальную конфигурацию стоимости. Для задач коммивояжера такой алгоритм считался самым эффективным до 1970 года, когда были предложены эффективные алгоритмы направления эвристики. При этом эвристический алгоритм решения задачи можно использовать как качественное решение для задачи коммивояжера, решаемой алгоритмом ветвей и границ. Это дает на начальном этапе некоторое приближение к точному решению и сокращает пространство поиска в дереве.
Алгоритм ветвей и границ должен оптимизировать точное решение.

Задания для практического занятия:
Осуществить поиск в сети Интернет и реализовать на языке программирования при помощи метода ветвей и границ один из следующих алгоритмов:
1. Обход шахматной доски конем.

2. Задача о восьми ферзях.

3. Крестики-нолики.

4. Пятнашки.

5. Задача коммивояжера.
6. Задача о велосипедном замке
Практическая работа № 13-14
 «Применение метода «ab-отсечения»

Цель работы:   научиться применять метод «ab-отсечения».
Образовательные результаты, заявленные во ФГОС третьего поколения:

Студент должен 

уметь: 

- реализовывать алгоритмы различными методами.

знать: 

- различные методы построения алгоритмов.
Краткие теоретические и учебно-методические материалы по теме практической работы 
Данный метод используется в игровых задачах, в основном для разработки биматричных игр.

Первый игрок ставит цель максимизировать свой выигрыш на каждом ходе, а второй – минимизировать свой проигрыш. Дерево решений будет строиться на основе двух стратегий: максимума (max) и минимума (min).

Пример:  Игра «Крестики-нолики».

 Для нее можно построить полное дерево решений, однако можно не рассматривать множество «плохих» решений и отсекать «плохие» ветви.

Для определения стратегии и значений узлов дерева в этой игре используются следующие варианты:

+1 выигрыш первый игрок.

-1 выигрыш второй игрок.

0 ничья.

Листьями являются полные решения, а узлами – промежуточные состояния.

Зная значение узла, в соответствии с выбранной стратегией либо рассматривают всех потомков этого узла, либо отсекают.

Стратегии max соответствует N-четное, а стратегии min – N-нечетное, где N – порядок узлов дерева.

На первом уровне имеется 9 вариантов возможных комбинаций (поскольку все клетки игрового поля пусты), на втором уровне – 8 возможных комбинаций и т. д. Всего получается 9!=362880 листьев. Из этого числа возможных решений множество листьев дублируют друг друга.

Сложность алгоритма полного перебора O(N!).

Общее правило отсечения узлов связано с понятиями конечных и ориентировочных значений узлов. Конечное значение – это выигрыш в данной ситуации. Ориентировочное значение – это верхний предел значений узлов, находящийся в режиме min (b-значения), или это нижний предел значений узлов в режиме max (a-значения).

b-значения характеризуют стратегию наихудшей обороны, a-значения характеризуют стратегию наихудшей атаки.

Правила определения конечных и ориентировочных значений:

1)  Если уже рассмотрены или отсечены все потомки некоторого узла N, то – сделать ориентировочное значение этого узла конечным значением.

2)  Если ориентировочное значение узла N в режиме max равно V1, а значение одного из его потомков равно V2, то – установить ориентировочное значение узла N как функцию max(V1, V2). Если узел N в режиме min имеет значение Р1, а его потомок – значение Р2, то – установить ориентировочное значение узла N как функцию min(P1, P2).

3)  Если некоторый узел P в режиме min является потомком узла Q в режиме max и ориентировочные значения их равны V1 и V2 соответственно, причем V1>V2, то можно отсечь всех нерассмотренных потомков узла Р.

Можно отсечь нерассмотренных потомков узла Q в режиме max со значением V1, предка узла Р в режиме min, имеющего ориентировочное значение V3, если выполняется условие V3<V1.

Преимущество данного метода перед методом перебора всех вариантов заключается в отсечении большого числа вариантов. Однако на их число влияет порядок узлов дерева, которое определяет время появления a - и b-отсечений. Чем раньше появляются отсечения в дереве, тем быстрее алгоритм.

Задания для практического занятия:
Осуществить поиск в сети Интернет и реализовать на языке программирования при помощи метода «ab-отсечения» один из следующих алгоритмов:
1. Обход шахматной доски конем.

2. Задача о восьми ферзях.

3. Крестики-нолики.

4. Пятнашки.

5. Задача коммивояжера.
6. Задача о велосипедном замке
Практическая работа № 15-17
«Реализация метода динамического программирования»»

Цель работы:   научиться реализовывать метод динамического программирования.

Образовательные результаты, заявленные во ФГОС третьего поколения:

Студент должен 

уметь: 

- реализовывать алгоритмы различными методами.

знать: 

- различные методы построения алгоритмов.
Краткие теоретические и учебно-методические материалы по теме практической работы 
Метод поиска оптимального решения на основе таблиц, содержащих решения подзадач, называют динамическим программированием (ДП).

Виды алгоритмов ДП могут быть различными. Общей их частью является лишь заполняемая таблица и порядок заполнения ее элементов.

ДП называют процесс пошагового решения задач, где на каждом шаге выбирается единственное решение из множества допустимых, такое, которое оптимизирует заданную целевую функцию.

Здесь процесс решения сводится к пошаговому заполнению таблицы.

Алгоритм ДП вычисляет решения всех подзадач от малых к большим, и ответы запоминаются в таблице. Это не дает сокращения объема задачи, но алгоритм является простым и понятным. Выигрыш по времени достигается лишь за счет исключения повторного решения подзадач.

Алгоритм ДП в худшем случае имеет экспоненциальную сложность для задач со сложностью порядка O(n!).

В теории ДП выделяют 3 аспекта:

1 – теоретический (ДП используется для доказательства теорем существования сходимости и др.);

2 – прикладной (ДП используется для построения модели задач оптимизации);

3 – вычислительный (касается программной реализации).

Основные работы по ДП написаны Беллманом, Венцем и Вагнером.

В основе поиска оптимального решения в алгоритме ДП лежит принцип оптимальности Беллмана:

Оптимальное решение обладает тем свойством, что какими бы ни были начальное состояние и начальное решение, все последующие решения должны быть оптимальной последовательностью решений относительно текущего состояния.

Этот метод дает глобальное оптимальное решение, в отличие от эвристик или «жадного алгоритма». Для ДП решение на каждом шаге должно быть оптимальным с точки зрения процесса в целом.

Класс задач, решаемых алгоритмами ДП, обширен. Задачи различаются как по содержанию, так и по характеру моделей. Наиболее часто ДП используется в экономических задачах оптимизации производства и задачах принятия решений в экспертных системах.

Осуществить поиск в сети Интернет и реализовать на языке программирования при помощи динамического программирования один из следующих алгоритмов:
Задания для практического занятия:
1. Задача оптимального распределения ресурсов.

2. Задача оптимального управления запасами.

3. Задача реинженеринга (оптимальная стратегия модернизации).

4. Задача оптимального плана производства.

5. Задачи целочисленного линейного программирования.

6. Задачи маршрутизации (сетевые графики, транспортные перевозки).
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