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ПРЕДИСЛОВИЕ

Методические указания для студентов по выполнению практических работ адресованы студентам очной формы обучения.

Методические указания созданы в помощь для работы на занятиях, подготовки к практическим работам, правильного составления отчетов.


Приступая к выполнению практической работы, необходимо внимательно прочитать цель работы, ознакомиться с требованиями к уровню подготовки в соответствии с федеральными государственными стандартами (ФГОС), краткими теоретическими сведениями, выполнить задания работы, ответить на контрольные вопросы для закрепления теоретического материала и сделать выводы. 


Отчет о практической работе необходимо выполнить и сдать в срок, установленный преподавателем. 

Наличие положительной оценки по практическим работам необходимо для допуска к экзамену, поэтому в случае отсутствия студента на уроке по любой причине или получения неудовлетворительной оценки за практическую необходимо найти время для ее выполнения или пересдачи.

Правила выполнения практических работ

1. Студент должен прийти на практическое занятие подготовленным к выполнению практической работы.


2. После проведения практической работы студент должен представить отчет о проделанной работе.


3. Отчет о проделанной работе следует выполнять в журнале практических работ на листах формата А4 с одной стороны листа.

Оценку по практической работе студент получает, если:

- студентом работа выполнена в полном объеме;

- студент может пояснить выполнение любого этапа работы;

- отчет выполнен в соответствии с требованиями к выполнению работы;

- студент отвечает на контрольные вопросы на удовлетворительную оценку и выше.


Зачет по выполнению практических работ студент получает при условии выполнения всех предусмотренных программой работ после сдачи журнала с отчетами по работам и оценкам.

Внимание! Если в процессе подготовки к практическим работам или при решении задач возникают вопросы, разрешить которые самостоятельно не удается, необходимо обратиться к преподавателю для получения разъяснений или указаний в дни проведения дополнительных занятий. 

Обеспеченность занятия (средства обучения):
1. Учебно-методическая литература:

1. Дискретная математика: учеб. пособие / С.А. Канцедал. — М: ФОРУМ : ИНФРА-М, 2017. — 224 с. — (Профессиональное образование). ISBN 978-5-8199-0304-9

2. Дискретная математика: учебник / А.И. Гусева, В.С. Киреев, А.Н. Тихомирова. — М.: КУРС: ИНФРА-М, 2017. — 208 с. — (Среднее профессиональное образование) IBSN 978-5-906818-21-8;

3. Дискретная математика: сборник задач / А.И. Гусева, В.С. Киреев, А.Н. Тихомирова. — М.: КУРС: ИНФРА-М, 2017. — 224 с. — (Среднее профессиональное образование) IBSN-978-5-906-818-72-0;

4. Спирина М.С Дискретная математика: учебник для студ. учреждений сред. проф.образования/ М.С. Спирина, П.А. Спирин.- 6-е изд., стер. – М.: Издательский центр «Академия», 2010.-368 с.
2. Справочная литература:

     1. Игошин В.И. Математическая логика: Учебное пособие/ В.И. Игошин. - М.: ИНФРАМ, 2016. - 399 с. 

    2. Игошин В.И. Сборник задач по математической логике и теории алгоритмов:учеб. пособие/ В.И. Игошин. — М.: КУРС: ИНФРА-М, 2016. — 392 с. — (Бакалавриат). 

     3. Игошин В.И. Теория алгоритмов: Учебное пособие/ В.И. Игошин. - М.: ИНФРА-М, 2012. - 318 с. 

3. Технические средства обучения:

· калькулятор.
4. Отчет по выполнению практических работ.
Порядок выполнения отчета по практической работе
1. Ознакомиться с теоретическим материалом по лабораторной работе.

2. Выполнить предложенное задание согласно варианту по списку группы.

3. Продемонстрировать результаты выполнения предложенных заданий преподавателю.

4. Составить отчет по практической работе.

5. Записать выводы о проделанной работе.

6. Ответить на контрольные вопросы.

Практическая работа № 1-2
«Операции над множествами. Решение задач на множествах»

Цель работы: научиться решать задачи на выполнение теоретико-множественных операций 

Образовательные результаты, заявленные в ФГОС:

Студент должен 

уметь: 

- формулировать задачи логического характера и применять средства математической логики для их решения.

знать: 

- основные принципы математической логики, теории множеств и теории алгоритмов.
Краткие теоретические и учебно-методические материалы по теме практической работы

Понятие "множество" является первичным и неопределяемым. Множество можно представить себе как совокупность элементов, обладающих некоторым общим свойством. Объекты любой природы (числа, люди, вещи и т. д.), составляющие множество, называют его элементами. 

Для того чтобы некоторую совокупность элементов можно было назвать множеством, необходимо, чтобы выполнялись следующие условия:

· должно существовать правило, позволяющее определить, принадлежит ли указанный элемент данной совокупности; 

· должно существовать правило, позволяющее отличать элементы друг от друга (это означает, что множество не может содержать двух одинаковых элементов). 

Порядок элементов в множестве несущественен. Множества {а, в, с} и {а, с, в} одинаковы.

Множество может задаваться:

· путем перечисления его элементов. Обычно перечислением задают конечные множества;

· путем описания свойств, общих для всех элементов этого множества, и только этого множества. Это свойство называется характеристическим свойством, а такой способ задания множества описанием. 

Множества бывают конечными или бесконечными. Если число элементов множества конечно – множество называется конечным. 

Количество элементов, составляющих множество, называется мощностью множества.

Пустым множеством называют единственное множество, не содержащее ни одного элемента (обозначается символом ∅). 

Множества A и B считают равными, если они состоят из одних и тех же элементов Пример 1. Равны следующие множества: А={>, $, @, !} и B={!, >, @, $}. Множество B называют подмножеством множества A тогда и только тогда, когда каждый элемент множества B принадлежит множеству A.

Часто бывает, что рассматриваются только подмножества одного и того же множества. Такое множество называют универсальным множеством, по предположению содержит все используемые нами множества (обозначают U и изображают на кругах Эйлера в виде прямоугольника).

Основными операциями над множествами являются объединение, пересечение, разность и дополнение.

Пересечением множеств Х и У называется множество, состоящее из всех тех, и только тех элементов, которые принадлежат и множеству Х и множеству У.

Пример 2. Х={1,2,3,4} У={2,4,6} пересечением {2,4}


[image: image2.png]



Множества называются непересекающимися, если не имеют общих элементов, т.е. их пересечение равно пустому множеству.

Пример 3. Непересекающимися множествами являются множества отличников группы и неуспевающих.

Свойства пересечения:

1.  X∩Y = Y∩X - коммутативности 

2. (X∩Y) ∩Z =X∩ (Y∩Z)=X∩Y∩Z - ассоциативности

3. X∩( = (
4. X∩I = Х

Объединением двух множеств называется множество, состоящее из всех и только тех элементов, которые принадлежат хотя бы одному из множеств Х или У.

Пример 4. Х={1,2,3,4} У={2,4,6} объединением {1,2,3,4,6}
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Свойства объединения:

1. XUY= YUY- коммутативности 

2. (X UY)UZ =XU (YUZ)=XUYUZ - ассоциативности

3. XU( = X

4. XUI = I
Из свойств операций пересечения и объединения видно, что пустое множество аналогично нулю в алгебре чисел. 

Данная операция, в отличие от операций пересечения и объединения определена только для двух множеств. Разностью множеств Х и У называется множество, состоящее их всех тех и только тех элементов, которые принадлежат Х и не принадлежат У.

Пример 5. Х={1,2,3,4} У={2,4,6} разность {1,3}


[image: image4.png]



Определим множество, которое будет играть роль единицы в алгебре множеств

Дополнением множества Х называется разность I и Х.
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Свойства дополнения:

1. Множество Х и его дополнение не имеют общих элементов
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2.Любой элемент I принадлежит или множеству Х или его дополнению. 
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3. Из формулы 2 вытекает еще одно важное свойство


[image: image8.wmf]X

X

=

=


Упорядоченный набор, конечная последовательность каких-либо объектов, внешне связанных определенным положением, которое они занимают в данной совокупности объектов, называется упорядоченным множеством или кортежем. Объекты, входящие в кортеж называются компонентами. Число компонент кортежа называется его длиной. В отличие от множества в кортеже могут быть и одинаковые компоненты, и порядок расположения элементов важен.

Пример 6. Можно как кортеж рассматривать буквы в слове, слова в фразе, абзацы в тексте.

Декартовым произведением двух не пустых множеств Х и У называется множество ХхУ, состоящее из всех упорядоченных пар,




ХхУ = {(x,y) /  x ( X;  y ( Y)

Формула включения-исключения — комбинаторная формула, выражающая мощность объединения конечных множеств через мощности и мощности всех их возможных пересечений.

Для случая из двух множеств [image: image9.png]


 формула включения-исключения имеет следующий вид:

[image: image10.png]AU B|= |A|+ |B|— |AN B




В силу того, что в сумме [image: image11.png]


 элементы пересечения [image: image12.png]


 учтены дважды, то уменьшаем текущее значение суммы на мощность пересечения, чтобы каждый элемент был подсчитан ровно один раз. Для наглядности воспользуемся диаграммой Эйлера—Венна для двух множеств, приведенной на рисунке справа.

Для случая с большим количеством рассматриваемых множеств [image: image13.png]


 процесс нахождения количества элементов объединения состоит в поочередном включений ошибочно исключенного и исключений ошибочно включенного. Отсюда и происходит название формулы.

Пример 7. В первом классе читать умеют 12 учеников, считать – 8, писать – 9; читать и писать – 4, читать и считать – 5, писать и считать – 3; читать, писать и считать – 2; 6 учеников до сих пор ничему не научились. Сколько учеников в классе?

Пусть множество |A|=12 - множество учеников умеющих читать, |B|=8 - умеющих считать, |C|=9 - умеющих писать, тогда |A∩С|=4 - читать и писать, |A∩B|=5 - читать и считать, |B∩С|=3 - считать и писать, а |A∩B∩С|=2 - читать и писать, При сложении |A|+|B|+|C|, мы получим |A\(B∪C)| + |B\(A∪C)| +|C\(B∪A)|+ 2*|(A∩С)\B|+ 2*|(A∩B)\C|+ 2*|(C∩B)\A|+3*|A∩B∩C|, значит нужно вычесть |(A∩С)\B| + |(A∩B)\C| + |(C∩B)\A| + 2*|A∩B∩C|(чтобы получить |A∪B∪C|) что равносильно |A∩С| + |A∩B| + |C∩B| - |A∩B∩C|, значит ответ будет вида 8+9+12-3-4-5+2=19, Но мы не учли то, что у нас есть еще 6 учеников, не занятых ничем, значит ответ 19+6=25
Задания для практического занятия:

Вариант 1 
1. Назовите несколько элементов, принадлежащих множеству:

· чисел, кратных 7; 

· непростых чисел, принадлежащих промежутку [22; 34].
2. Найдите А ∩ В, AUB, А/В, если А = (–3; 7), В = (1; 8)
3. Решите задачи, используя формулу включений и исключений:
· в спортивном классе обучаются 24 человека. Каждый учащийся занимается хотя бы одним видом спорта (баскетболом или волейболом), из них баскетболом и волейболом занимаются 12 человек. Сколько человек занимается только волейболом, если их в 3 раза больше, чем тех, кто занимается только баскетболом? 
· сколько целых чисел от 0 до 999 не делятся ни на 2, ни на 5, ни на 11?
Вариант 2 
1. Назовите несколько элементов, принадлежащих множеству:

· квадратов натуральных чисел; 

· чисел, кратных 5.
2. Найдите А ∩ В, AUB, А/В, если А = [0; 5], B = [5; 8]

3. Решите задачи, используя формулу включений и исключений:
· староста класса, в котором 40 человек, подводил итоги по успеваемости 
 группы за I полугодие. Получилась следующая картина: из 40 учащихся не имеют троек по русскому языку—25 человек, по математике — 28 
 человек, по русскому языку и математике — 16 человек, по физике — 31 человек, по физике и математике — 22 человека, по физике и русскому языку 16 человек. Кроме того, 12 человек учатся без троек по всем трем предметам. Классный руководитель, просмотрев результаты, сказал: «В твоих расчетах есть ошибка». Составьте диаграмму Эйлера–Венна и объясните, почему это так;

· сколько существует целых чисел от 1 до 1000, которые не делятся ни на 5, ни на 7?

 Вариант 3 
1. Назовите несколько элементов, принадлежащих множеству:

· простых чисел, принадлежащих промежутку [25; 43]; 

· чисел, обратных кубам натуральных чисел.
2. Найдите А ∩ В, AUB, А/В, если А = (–3; +∞), В = (–10; 9);

3. Решите задачи, используя формулу включений и исключений:
· в лаборатории института работают несколько человек. Каждый из них знает хотя бы один иностранный язык. 7 человек знают английский, 7 — немецкий, 8 — французский, 5 знают английский и немецкий, 4 — немецкий и французский, 3 — 
французский и английский, 2 человека знают все три языка. Сколько человек работает в лаборатории? Сколько из них знает только французский язык? Сколько человек знает ровно 1 язык?
· сколько существует целых чисел от 1 до 1000, которые не делятся ни 
 на 3, ни на 7?

Вариант 4 
1. Назовите несколько элементов, принадлежащих множеству:

· чисел, обратных квадратам натуральных чисел; 

· простых чисел, принадлежащих промежутку [-20; 3].
2. Найдите А ∩ В, AUB, А/В, если А = (–∞; 5), В = (–3; 8)
3. Решите задачи, используя формулу включений и исключений:
· группа ребят отправилась в поход. Семеро из них взяли с собой 
бутерброды, шестеро - фрукты, пятеро - печенье. Четверо ребят взяли с собой бутерброды и фрукты, трое — бутерброды и печенье, двое - фрукты и печенье, а один - и бутерброды, и фрукты, и печенье. 
Сколько ребят пошли в поход?
· сколько целых чисел от 0 до 999 не делятся ни на 2, ни на 7, ни на 13?

Вариант 5 
1. Назовите несколько элементов, принадлежащих множеству:

· кубов натуральных чисел 
· непростых чисел, принадлежащих промежутку [-5; 19].
2. Найдите А ∩ В, AUB, А/В, если А — множество простых чисел, В — множество положительных четных чисел

 3. Решите задачи, используя формулу включений и исключений:
· староста класса, в котором 40 человек, подводил итоги по успеваемости
 группы за I полугодие. Получилась следующая картина: из 40 учащихся не имеют троек по русскому языку—25 человек, по математике — 28 
 человек, по русскому языку и математике — 16 человек, по физике — 31 человек, по физике и математике —22 человека, по физике и русскому языку 16 человек. Кроме того, 12 человек учатся без троек по всем трем предметам. Классный руководитель, просмотрев результаты, сказал: «В твоих расчетах есть ошибка». Составьте диаграмму Эйлера–Венна и объясните, почему это так;

· сколько целых чисел от 0 до 999 не делятся ни на 3, ни на 4, ни на 1?
Контрольные вопросы:
1. Дайте определение понятиям множество, подмножество (пример).

2. Способы задания множеств. Примеры

3. Операции над множествами. (определение, формула, диаграмма Эйлера-Венна)

Практическая работа № 3-4
«Исследование представления и свойств бинарных отношений»

Цель работы: изучение основных форм представления бинарного отношения, анализ свойств бинарных отношений, выполнение операций над бинарными отношениями.

Образовательные результаты, заявленные в ФГОС:

Студент должен 

уметь: 

- формулировать задачи логического характера и применять средства математической логики для их решения.

знать: 

- основные принципы математической логики, теории множеств и теории алгоритмов;
Краткие теоретические и учебно-методические материалы по теме практической работы

Кортеж — это упорядоченная последовательность элементов с возможными повторениями. Элементы кортежа перечисляются в угловых скобках.

Пример 1. < a, b, c >

Порядок записи имеет значение: < a, b > не равно < b, a >

Повторы имеют значение: < a, b > не равно < a, b, a >

Длина кортежа— это число элементов в нем.

Прямое (декартово) произведение множеств A и B — это множество всех кортежей длины 2, в которых первый элемент принадлежит множеству A, второй элемент—множеству B.

Обозначение:

A хB — прямое произведение множеств A и B.

Бинарное отношение между двумя множествами—это подмножество их прямого произведения.

Формальное определение: R(A(B.

R —это бинарное отношение между множествами A и B.
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Пример 2.
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Всего есть 2 в степени | A | | B | бинарных отношений между конечными множествами A и B.

Если R(A(А то R —это бинарное отношение на множестве A. 

Пример 3. 
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Способы задания

Перечисление всех пар из базового множества А и базового множества В 

A={a1 ,a2} B={b1,b2,b3}, ={(a1, b1), (a1 ,b3), (a2, b1)}

Отношения могут задаваться формулами. Формулы y = x2 +5x - 6 или x + y < 5 задают бинарные отношения на множестве действительных чисел.

Графический метод задания

a= {(a, d), (a, c), (b, b), (c, a), (e,d), (e, a)} 
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Графовое представление

Граф - фигура состоящая из точек (вершин) соединенных линиями (дугами). Вершины графа соответствуют элементам множества А, то есть xi, а наличие дуги, соединяющей вершины xi и xj, означает, что (xi,xj)(R. Чтобы подчеркнуть упорядоченность пары на дуге ставится стрелка.

А={(a, b), (a, c), (b, d), (c, e), (e,b), (e, e)} 
[image: image19.png]



Матричная форма задания (матрица смежности бинарного отношения)

Пусть на некотором конечном множестве X задано отношение А. Упорядочим каким-либо образом элементы множества X = {x1, x2, ..., xn} и определим матрицу отношения A = [aij] следующим образом: 
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Матрица записывается в двойных вертикальных черточках

Операции над бинарными отношениями:

· пересечение двух бинарных отношений R1 и R2 - это отношение R1(R2 = { (x, y) | (x, y)(R1 и (x, y)(R2 }. 

· объединение двух бинарных отношений R1 и R2 - это отношение R1(R2 = { (x, y) | (x, y)(R1 или (x, y)(R2 }.

· разностью отношений R1 и R2 называется такое отношение, что:  R1\R2 = { (x, y) | (x, y)(R1 и (x, y)(R2 } 

· дополнение к отношению R={ (x, y) | (x, y)((A(A)\R}.

· обратное отношение R –1 = { (x, y) | (y, x)(R}. 

Пример 4. Дано множество А = { 1,2,3,4,5,6 }
[image: image22.wmf]Ì

N. На нем задано бинарное отношение р «больше», т. е. (х,у)
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	Граф указанного отношения
	график этого отношения


Рефлексивность: Если бы это отношение было бы рефлексивным, то х > х для 
[image: image26.wmf]Î
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 А. Например, было бы верно 2 > 2 ( ложь ). Значит отношение « > » на А не является рефлексивным.

Симметричность: Если бы это отношение было бы симметричным на множестве А, то х > у => у > х. Например, 3>2 => 2>3(ложь),. Значит, отношение « > » на А не является симметричным.

Транзитивность: Если бы это отношение было бы транзитивным на множестве А, то х > у, у > z =>х >z.Это утверждение истинно для любых натуральных чисел, т. е. и чисел из А. Значит, отношение « > » на А является транзитивным.

Асимметричность: Ни для каких чисел А не может быть одновременно истинным 
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, т. е. отношение “>” на А асимметрично. Отношение “>” на множестве А является отношением строгого порядка т. к. оно асимметрично и транзитивно.

Связность: Для любых двух элементов 
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 т. е. отношение “>” на множестве А является связным. Т. к. отношение “>” на множестве А связное и является отношением строгого порядка, то оно есть отношение строгого линейного порядка.

Задания для практического занятия:

Дано множество натуральных чисел Х ={1, 2, 3, 4, 5, 6, 7} и определённые на нём бинарные отношения R1 и R2.
	№ варианта
	Отношение R1
	Отношение R2

	Вариант 1
	1)Быть больше

2)Быть эквивалентным по mod 3
	1)Быть меньше

2)Быть делимым

	Вариант 2
	1)Быть больше

2)Быть меньше
	1)Быть эквивалентным по mod 2

2)Быть эквивалентным по mod 3

	Вариант 3
	1)Быть больше

2)Быть меньше
	1)Быть эквивалентным по mod 3

2)Быть эквивалентным по mod 2

	Вариант 4
	1)Быть эквивалентным по mod 2

2)Делиться на 3
	1)Делиться на 2

2)Быть делимым

	Вариант 5
	1)Быть эквивалентным по mod 3

2)Быть меньше
	1)Делиться на 3

2)Делиться на 2


1. Представить каждое бинарное отношение во всех формах:

· графическая форма;
· граф;
· матрица смежности.
2.Охарактеризовать каждое бинарное отношение элементарными свойствами:

· рефлексивность;
· симметричность;
· транзитивность.
3. Выполнить следующие бинарные операции над отношениями R1 и R2:

· объединение;

· пересечение;

· разность R1\R2 и R2\R1;

· симметрическая разность;

· произведение (композиция) R1(R2 и R2(R1.

Контрольные вопросы:

1. Что такое бинарное отношение на множестве?

2. Какое отношение называют рефлексивным?

3. Какое отношение является антирефлексивным?

4. Какое отношение называют симметричным?

5. Какое отношение является антисимметричным?

6. Какое отношение называют транзитивным?

Практическая работа № 5-6 

«Упрощение формул логики с помощью равносильных преобразований. Составление таблиц истинности»

Цель работы:  изучить основы алгебры логики
Образовательные результаты, заявленные в ФГОС:

Студент должен 

уметь: 
- применять логические операции, формулы логики, законы алгебры логики; 


знать: 

- основные принципы математической логики, теории множеств и теории алгоритмов; 

-формулы алгебры высказываний;

- методы минимизации алгебраических преобразований.
Краткие теоретические и учебно-методические материалы по теме практической работы 

Алгебра логики – это раздел математики, изучающий высказывания, рассматриваемые со стороны их логических значений (истинности или ложности) и логических операций над ними.

Логическое высказывание – это любое повествовательное предложение, в отношении которого можно однозначно сказать, истинно оно или ложно.

Пример 1. «3 – простое число» является высказыванием, поскольку оно истинно.

Не всякое предложение является логическим высказыванием.

Пример 2. Предложение «Давайте пойдем в кино» не является высказыванием. 

Вопросительные и побудительные предложения высказываниями не являются.

Высказывательная форма – это повествовательное предложение, которое прямо или косвенно содержит хотя бы одну переменную и становится высказыванием, когда все переменные замещаются своими значениями.

Пример 3. «x+2>5» - высказывательная форма, которая при x>3 является истинной, иначе ложной. 

Алгебра логики рассматривает любое высказывание только с одной точки зрения – является ли оно истинным или ложным. Слова и словосочетания «не», «и», «или», «если..., то», «тогда и только тогда» и другие позволяют из уже заданных высказываний строить новые высказывания. Такие слова и словосочетания называются логическими связками. 
Высказывания, образованные из других высказываний с помощью логических связок, называются составными (сложными). 
Высказывания, которые не являются составными, называются элементарными (простыми).

Истинность или ложность составных высказываний зависит от истинности или ложности элементарных высказываний, из которых они состоят.

Чтобы обращаться к логическим высказываниям, им назначают имена.

Каждая логическая связка рассматривается как операция над логическими высказываниями и имеет свое название и обозначение (таблица 5.1).

Таблица 5.1 - Основные логические операции

	 Обозначение операции
	 Читается
	 Название операции
	 Альтернативные обозначения

	 ¬
	 НЕ
	 Отрицание (инверсия)
	 Черта сверху

	[image: image31.png]



	 И
	 Конъюнкция (логическое умножение)
	 ∙ &

	Окончание таблицы 5.1

	 [image: image32.png]



	 ИЛИ
	 Дизъюнкция (логическое сложение)
	 +

	 →
	Если … то 
	 Импликация
	[image: image33.png]


 

	 ↔
	 Тогда и только тогда
	 Эквиваленция
	 ~

	[image: image34.png]



	 Либо …либо
	 Исключающее ИЛИ (сложение по модулю 2)
	 XOR


Операция, выражаемая словом «не», называется отрицанием и обозначается чертой над высказыванием (или знаком ¬). Высказывание ¬А истинно, когда A ложно, и ложно, когда A истинно.

Операция, выражаемая связкой «и», называется конъюнкцией (лат. conjunctio – соединение) или логическим умножением и обозначается точкой « • » (может также обозначаться знаками [image: image35.png]


 или &). Высказывание А • В истинно тогда и только тогда, когда оба высказывания А и В истинны. 
Операция, выражаемая связкой «или» (в неисключающем смысле этого слова), называется дизъюнкцией (лат. disjunctio – разделение) или логическим сложением и обозначается знаком [image: image36.png]


 (или плюсом). Высказывание А[image: image37.png]


В ложно тогда и только тогда, когда оба высказывания А и В ложны.

Операция, выражаемая связками «если …, то», «из … следует», «... влечет …», называется импликацией(лат. implico – тесно связаны) и обозначается знаком → . Высказывание А→В ложно тогда и только тогда, когда А истинно, а В ложно.

Операция, выражаемая связками «тогда и только тогда», «необходимо и достаточно», «... равносильно …», называется эквиваленцией или двойной импликацией и обозначается знаком ↔ или ~ . Высказывание А↔В истинно тогда и только тогда, когда значения А и В совпадают.

Операция, выражаемая связками «Либо … либо», называется исключающее ИЛИ или сложением по модулю 2 и обозначается XOR или [image: image38.png]


. Высказывание А[image: image39.png]


В истинно тогда и только тогда, когда значения А и В не совпадают.

Импликацию можно выразить через дизъюнкцию и отрицание: [image: image40.png]A—>B=—-4AVvB



.

Эквиваленцию можно выразить через отрицание, дизъюнкцию и конъюнкцию: [image: image41.png]A B=(—AVB)A(—BV A)



.

Исключающее ИЛИ можно выразить через отрицание, дизъюнкцию и конъюнкцию: [image: image42.png]AXOR B =

~ANB)V(-B&A)



.

Операций отрицания, дизъюнкции и конъюнкции достаточно, чтобы описывать и обрабатывать логические высказывания.

Порядок выполнения логических операций задается круглыми скобками. Приоритет выполнения: отрицание, конъюнкция, дизъюнкция, исключающее или, импликация и эквиваленция.

Логическая формула - это символическая запись высказывания, состоящая из логических величин (констант или переменных), объединенных логическими операциями (связками).

Логическая функция - это функция логических переменных, которая может принимать только два значения: 0 или 1. В свою очередь, сама логическая переменная (аргумент логической функции) тоже может принимать только два значения: 0 или 1.

Пример 4. [image: image43.png]


 – логическая функция двух переменных A и B.

Значения логической функции для разных сочетаний значений входных переменных – или, как это иначе называют, наборов входных переменных – обычно задаются специальной таблицей. Такая таблица называется таблицей истинности.

Приведем таблицу истинности основных логических операций (таблица 5.2)


Таблица 5.2

	A
	B
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	1
	1
	0
	1
	1
	1
	1
	0

	1
	0
	0
	0
	1
	0
	0
	1

	0
	1
	1
	0
	1
	1
	0
	1

	0
	0
	1
	0
	0
	1
	1
	0




Пример 5. Составить таблицу истинности для формулы И–НЕ, которую можно записать так: [image: image50.png]


.

1. Определить количество строк: 

  На входе два простых высказывания: А и В, поэтому n=2 и количество строк =22+1=5.

2. Определить количество столбцов:

  Выражение состоит из двух простых выражений (A и B) и двух логических операций (1 инверсия, 1 конъюнкция), т.е. количество столбцов таблицы истинности = 4.

3. Заполнить столбцы с учетом таблиц истинности логических операций (таблица 5.3).

Таблица 5.3. Таблица истинности для логической операции

	A
	B
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	1
	1
	1
	0

	1
	0
	0
	1

	0
	1
	0
	1

	0
	0
	0
	1


Логические формулы можно также представлять с помощью языка логических схем. 

Существует три базовых логических элемента, которые реализуют три основные логические операции :

· логический элемент «И» – логическое умножение – конъюнктор;

· логический элемент «ИЛИ» – логическое сложение – дизъюнктор;

· логический элемент «НЕ» – инверсию – инвертор.
Алгоритм построения логических схем:
1. Определить число логических переменных.

2. Определить количество логических операций и их порядок.

3. Изобразить для каждой логической операции соответствующий ей логический элемент.

4. Соединить логические элементы в порядке выполнения логических операций.

Пример 6. По заданной логической функции [image: image53.png]


 построить логическую схему.

1. Число логических переменных = 2 (A и B).

2. Количество операций = 5 (2 инверсии, 2 конъюнкции, 1 дизъюнкция). Сначала выполняются операции инверсии, затем конъюнкции, в последнюю очередь операция дизъюнкции.

3. Схема будет содержать 2 инвертора, 2 конъюнктора и 1 дизъюнктор.

4. Построение надо начинать с логической операции, которая должна выполняться последней. В данном случае такой операцией является логическое сложение, следовательно, на выходе должен быть дизъюнктор. На него сигналы подаются с двух конъюнкторов, на которые, в свою очередь, подаются один входной сигнал нормальный и один инвертированный (с инверторов).

[image: image54.png]-~ A8B
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Логические законы и правила преобразования логических выражений

Если две формулы А и В одновременно, то есть при одинаковых наборах значений входящих в них переменных, принимают одинаковые значения, то они называются равносильными.

В алгебре логики имеется ряд законов, позволяющих производить равносильные преобразования логических выражений.

1. Закон двойного отрицания: [image: image55.png]


;

2. Переместительный (коммутативный) закон:

· для логического сложения: [image: image56.png]


 ;

· для логического умножения: [image: image57.png]


;

3. Сочетательный (ассоциативный) закон:

· для логического сложения: [image: image58.png]


 ;

· для логического умножения: [image: image59.png](ANBIANC=AABAC)



 ;

4. Распределительный (дистрибутивный) закон:

· для логического сложения: [image: image60.png]


 ;

· для логического умножения: [image: image61.png](AANBIvVC=AvCIAnBv(C)



 ;

5. Законы де Моргана:

· для логического сложения: [image: image62.png]


 ;

· для логического умножения: [image: image63.png]


 ;

6. Закон идемпотентности:

· для логического сложения: [image: image64.png]


 ;

· для логического умножения: [image: image65.png]


 ;

7. Законы исключения констант:

· для логического сложения: [image: image66.png]


;

· для логического умножения: [image: image67.png]


;

8. Закон противоречия:[image: image68.png]


;

9. Закон исключения третьего: [image: image69.png]


 ;

10. Закон поглощения:

· для логического сложения: [image: image70.png]


;

· для логического умножения: [image: image71.png]


;

11. Правило исключения импликации: [image: image72.png]


;

12. Правило исключения эквиваленции: [image: image73.png]


.

Справедливость этих законов можно доказать составив таблицу истинности выражений в правой и левой части и сравнив соответствующие значения.

Основываясь на законах, можно выполнять упрощение сложных логических выражений. Такой процесс замены сложной логической функции более простой, но равносильной ей, называется минимизацией функции.

Пример 7. Упростить логическое выражение [image: image74.png]


.

Согласно закону де Моргана: [image: image75.png]~(AVB)N(A&—B)VA=—A&B&(A&-B)vA



.

Согласно сочетательному закону: [image: image76.png]~A& B&(A&-B)vA=—A&A & B&-BvA



.

Согласно закону противоречия и закону идемпотентности: [image: image77.png]~A&A&B&-BvA

A-B&-B

&-BvA



.

Согласно закону исключения 0: [image: image78.png]0&—-B




 

Окончательно получаем [image: image79.png]—~(AVB)A(A&—B)vA=0v.



/

Задания для практического занятия:

 
Вариант 1 
1. Составить таблицу истинности логического выражения [image: image80.png]&B)<(—B—>—-4)XOR 4



 

2. Построить логическую схему функции [image: image81.png](—AVvB)A(—Bv—4)




3. Упростить логическое выражение [image: image82.png](—A&B)v(A&-B)v(A&B)




4. Определить, являются ли два высказывания эквивалентными A & ¬(¬B v C) и A & B & ¬C
5. Определить истинность или ложность высказываний (¬(X<5) v (X<3)) & (¬(X<2) v (X<1)) при X=1
Вариант 2 
1. Составить таблицу истинности логического выражения [image: image83.png](B&A)<(4—->—-B)XORB




2. Построить логическую схему функции [image: image84.png](A&B)Vv((AvB) A—A)




3. Упростить логическое выражение [image: image85.png]



4. Определить, являются ли два высказывания эквивалентными ¬(¬A & B v A & (B v ¬C)) и ¬B & (¬A v C)
5. Определить истинность или ложность высказываний (¬(X<5) v (X<3)) & (¬(X<2) v (X<1) при X=3
Вариант 3 
1. Составить таблицу истинности логического выражения [image: image86.png]—BvA)<(—4A—>B)XOR 4




2. Построить логическую схему функции [image: image87.png]



3. Упростить логическое выражение [image: image88.png](—AVB)AAV—BIAB VA




4. Определить, являются ли два высказывания эквивалентными ¬C v ¬B v ¬(A v ¬C) и ¬A & B v ¬C & B
5. Определить истинность или ложность высказываний X>1 & (¬(X<5) v (X<3)) при X=2
Вариант 4 
1. Составить таблицу истинности логического выражения [image: image89.png](—4A—>-B) < (B&A)XOR B




2. Построить логическую схему функции [image: image90.png]—((—AvB)AN(—BVA))




3. Упростить логическое выражение [image: image91.png]—((—AvB)A(—BVv A)V(AVB)




4. Определить, являются ли два высказывания эквивалентными ¬(А v ¬В) v ¬B & C и ¬A & (B ∨ C)
5. Определить истинность или ложность высказываний ¬((X>2) v (X<2)) v (X>4) при X=1
Вариант 5 
1. Составить таблицу истинности логического выражения [image: image92.png](A&B)<(—A&B)XOR B



.
2. Построить логическую схему функции [image: image93.png]—(A&B)v(—(BvA)




3. Упростить логическое выражение [image: image94.png]



4. Определить, являются ли два высказывания эквивалентными
5. Определить истинность или ложность высказываний X>1 & (¬(X<5) v (X<3)) при X=2
Контрольные вопросы:
1. Что такое высказывание (приведите пример)? 
2. Что такое составное высказывание (приведите пример)? 
3. Укажите приоритеты выполнения логических операций.

4. Какие логические выражения называются равносильными?

Практическая работа №7
«Приведение формул логики к нормальным формам»

Цель работы: научиться находить СДНФ, СКНФ, минимизировать логические функции разными методами


Образовательные результаты, заявленные в ФГОС:

Студент должен 

уметь: 

- применять логические операции, формулы логики, законы алгебры логики;
- формулировать задачи логического характера и применять средства математической логики для их решения.

знать: 

- основные принципы математической логики, теории множеств и теории алгоритмов;

- формулы алгебры высказываний;

- методы минимизации алгебраических преобразований.

Краткие теоретические и учебно-методические материалы по теме практической работы

Рассмотрим булевы функции, в виде суперпозиции элементарных функций. И ИЛИ, НЕ. Используя законы алгебры логики можно заменить громоздкие булевы функции им равносильными, но более простыми. Такой процесс называется минимизаций булевых функций. Его проводят для упрощения сложных логических выражений в программах, а также для того, чтобы построенные на их основе функциональные схемы не содержали лишних элементов.

Минимизировать булевы функции надо приводя их к так называемой нормальной форме. Существуют 2 разновидности нормальных форм: 1 –дизъюнктивная нормальная форма (ДНФ), и 2 – конъюнктивная нормальная функция (КНФ).

Элементарной конъюнкцией называется конъюнкция, составленная из переменных или их отрицаний, в которой каждая переменная встречается не более одного раза.

Дизъюнктивной нормальной формой (ДНФ) называется формула, имеющая вид дизъюнкции элементарных конъюнкций(в вырожденном случае это может быть одна конъюнкция). 

Элементарной дизъюнкцией называется дизъюнкция, составленная из переменных или их отрицаний, в которой каждая переменная встречается не более одного раза.

Конъюнктивной нормальной формой (КНФ) называется формула, имеющая вид конъюнкции элементарных дизъюнкций (в вырожденном случае это может быть одна дизъюнкция). 

Для каждой формулы логики высказываний функции F имеется равносильная ей дизъюнктивная нормальная форма (ДНФ) и конъюнктивная нормальная форма (КНФ). 

Алгоритм приведения формул логики высказываний к ДНФ (КНФ)

1.Избавиться от всех логических операций, содержащихся в формуле, заменив их основными: конъюнкцией, дизъюнкцией и отрицанием. Это можно сделать, используя равносильные формулы. 

2. Заменить знак отрицания, относящийся к выражениям вида  знаками отрицания, относящимся к отдельным переменным высказывания на основании законов Де Моргана.

3. Избавиться от знаков двойного отрицания.

4.Применить если нужно к операциям конъюнкции и дизъюнкции свойства дистрибутивности и формулы поглощения.

Совершенной дизъюнктивной нормальной формой (СДНФ) называется такая дизъюнктивная нормальная форма, у которой в каждую конъюнкцию входятвсе переменные данного списка (либо сами, либо их отрицания), причем в одном и том же порядке.

Свойства СДНФ: 

1. ДНФ не содержит двух одинаковых конъюнкций (Из формулы удалены одинаковые элементарные конъюнкции, кроме одной, согласно правилу идемпотентности. 

2. Ни одна конъюнкция не содержит одновременно двух одинаковых переменных. 

3. Ни одна конъюнкция не содержит одновременно некоторую переменную и ее отрицание (Из формулы удалены элементарные конъюнкции, включа​ющие одновременно переменную и ее отрицание, согласно зако​ну инверсии). 

4. Каждая конъюнкция СДНФ содержит либо переменную, либо ее отрицание для всех переменных, входящих в формулу (т.е. каждая элементарная конъюнкция включает все логи​ческие переменные, входящие в эту формулу).

Если в логической функции не выполняется последнее требо​вание, то в неполную элементарную конъюнкцию необходимо ввести дополнительный множитель, включающий дизъюнкцию отсутствующей переменной и ее отрицание. Это всегда можно сде​лать, согласно закону инверсии. 

Переход от ДНФ к СДНФ: если в какой-то простой конъюнкции недостает переменной, например, z, вставляем в нее выражение  [image: image95.png]


  ,после чего раскрываем скобки (при этом повторяющиеся дизъюнктные слагаемые не пишем).

Совершенной конъюнктивной нормальной формой (СКНФ) называется такая КНФ, у которой в каждую простую дизъюнкцию входят все переменные данного списка (либо сами, либо их отрицания), причем в одинаковом порядке.
Свойства СКНФ: 

1. КНФ не содержит двух одинаковых дизъюнкций. 

2. Ни одна из дизъюнкций не содержит одновременно двух одинаковых переменных. 

3. Ни одна из дизъюнкций не содержит одновременно некоторую переменную и ее отрицание. 

4. Каждая дизъюнкция СКНФ содержит либо переменную, либо ее отрицание для всех переменных, входящих в формулу.

Если логическая функция имеет вид КНФ, то привести ее к виду совершенной КНФ (сокращенно СКНФ) можно, дополнив каждую элементарную дизъюнкцию логическим нулем, который в следующем шаге заменяется на конъюнкцию недостающей пе​ременной и ее отрицание. Полученная нормальная конъюнктивная форма является со​вершенной.

Переход от КНФ к СКНФ: если в простой дизъюнкции не хватает какой-то переменной (например, z, то добавляем в нее выражение [image: image96.png]


  (это не меняет самой дизъюнкции), после чего раскрываем скобки с использованием распределительного закона)

Минимизация логических функций по картам Карно.
Карты Карно - это графическое представление операций попарного неполного склеивания и элементарного поглощения.

Карты Карно рассматриваются как перестроенная соответствующим образом таблица истинности функции.

Карты Карно - определенная плоская развертка n-мерного булева куба.

Строится таблица истинности функции определенным образом. Каждая клетка таблицы соответствует вполне определенной вершине булева куба. Нулевые значения не записываются.

Карта Карно для функции 4-х переменных:

[image: image97.png]



Благодаря использованию кода Грея в ней верхняя строка является соседней с нижней, а правый столбец соседний с левым, т.е. карта Карно рассматривается как поверхность фигуры под названием тор ("бублик").

p-клетки - клетки карты Карно, соответствующие единичному значению функции.

Соседние наборы - наборы, которые различаются только одним аргументом (одной орбитой).

Правила склейки:

· склейку клеток карты Карно можно осуществлять по единицам (если необходимо получить ДНФ) или по нулям (если требуется КНФ);

· склеивать можно только прямоугольные области с числом единиц (нулей) 2n, где n — целое число. Для карт Карно с числом переменных более четырёх могут получаться более сложные области, о чём будет сказано в следующих разделах;

· область, которая подвергается склейке должна содержать только единицы (нули);

· крайние клетки каждой горизонтали и каждой вертикали также граничат между собой и могут объединяться в прямоугольники. Следствием этого правила является смежность всех четырёх угловых ячеек карты Карно для N=4. Если во всех четырёх угловых ячейках стоят единицы (нули) они могут быть объединены в квадрат;

· все единицы (нули) должны попасть в какую-либо область;

· с точки зрения минимальности ДНФ (КНФ) число областей должно быть как можно меньше (каждая область представляет собой терм), а число клеток в области должно быть как можно больше (чем больше клеток в области, тем меньше переменных содержит терм. Терм размером 2n ячеек содержит N–n переменных);

· одна ячейка карты Карно может входить сразу в несколько областей. Это следует из очевидного свойства булевых функций: повторение уже существующего слагаемого (сомножителя) не влияет на функцию: [image: image98.png]


;

· в отличие от СДНФ (СКНФ), ДНФ (КНФ) не единственны. Возможно несколько эквивалентных друг другу ДНФ (КНФ), которые соответствуют разным способам покрытия карты Карно прямоугольными областями.

После заполнения Карты Карно значениями из таблицы истинности берём первую область и смотрим, какие переменные не меняются в пределах этой области, выписываем конъюнкцию этих переменных; если неменяющаяся переменная нулевая, проставляем над ней инверсию. Берём следующую область, выполняем то же самое, что и для первой, и т. д. для всех областей. Конъюнкции областей объединяем дизъюнкцией.

Для КНФ всё то же самое, только рассматриваем клетки с нулями, неменяющиеся переменные в пределах одной области объединяем в дизъюнкции (инверсии проставляем над единичными переменными), а дизъюнкции областей объединяем в конъюнкцию. На этом минимизация считается законченной. 
Пример 1
У мальчика Коли есть мама, папа, дедушка и бабушка. Коля пойдёт гулять на улицу, если и только если ему разрешат хотя бы двое родственников.
Для краткости обозначим родственников Коли через буквы:

мама — х1

папа — х2

дедушка — х3

бабушка — х4

Условимся обозначать согласие родственников единицей, несогласие - нулём. Возможность пойти погулять обозначим буквой f, Коля идёт гулять — f = 1, Коля гулять не идёт — f = 0.

Составим таблицу истинности:

	№
	X1
	X2
	X3
	X4
	f

	0
	0
	0
	0
	0
	0

	1
	0
	0
	0
	1
	0

	2
	0
	0
	1
	0
	0

	3
	0
	0
	1
	1
	1

	4
	0
	1
	0
	0
	0

	5
	0
	1
	0
	1
	1

	6
	0
	1
	1
	0
	1

	7
	0
	1
	1
	1
	1

	8
	1
	0
	0
	0
	0

	9
	1
	0
	0
	1
	1

	10
	1
	0
	1
	0
	1

	11
	1
	0
	1
	1
	1

	12
	1
	1
	0
	0
	1

	13
	1
	1
	0
	1
	1

	14
	1
	1
	1
	0
	1

	15
	1
	1
	1
	1
	1



Перерисуем таблицу истинности в 2-х мерный вид, переставим в ней строки и столбцы в соответствии с кодом Грея и заполним её значениями из таблицы истинности:



Минимизируем в соответствии с правилами склейки:

· все области содержат 2^n клеток;

· так как Карта Карно на четыре переменные, оси располагаются на границах Карты и их не видно;

· так как Карта Карно на четыре переменные, все области симметрично осей — смежные между собой;

· области S3, S4, S5, S6 максимально большие;
· все области пересекаются (необязательное условие).
 

В данном случае рациональный вариант только один. [image: image101.png]X1,X2,X3,X4)=851v S2vS3vS4v S5v S6





 [image: image102.png]



Составим мин. КНФ:

 

[image: image104.png]



[image: image105.png]= (X1Vv X2v X3)(X1Vv X3V X4)(X2v X3V X4)(X1v X2V X4)




Теперь по полученной минимальной ДНФ и КНФ можно построить логическую схему:

	мДНФ
	мКНФ

	
[image: image106.png]D1





	
[image: image107.png]





Задания для практического занятия:

1. Для функции из таблицы 1, соответствующей номеру своего варианта, выполнить следующее: 

· составить таблицу истинности; 

· записать СДНФ и СКНФ функции; 

· доказать эквивалентность СДНФ и СКНФ.
Таблица 1 - Варианты задания

[image: image108.png]Ne apuanta
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2. Для функции из таблицы 2, соответствующей номеру своего варианта, выполнить следующее: 

· Составить таблицу истинности. 

· Записать СДНФ и СКНФ функции. 
· Упростить выражение для СДНФ и СКНФ, используя карту Карно. 

· Составить схему устройства, реализующего заданную СДНФ и СДНФ после упрощения.

Таблица 2 - Варианты задания

	№
	Состояние входа
	Функция f по вариантам

	
	X1
	X2
	X3
	X4
	1
	2
	3
	4
	5

	0
	0
	0
	0
	0
	1
	0
	0
	0
	1

	1
	0
	0
	0
	1
	1
	0
	1
	0
	0

	2
	0
	0
	1
	0
	0
	0
	0
	0
	0

	3
	0
	0
	1
	1
	0
	0
	1
	0
	1

	4
	0
	1
	0
	0
	0
	1
	0
	0
	0

	5
	0
	1
	0
	1
	0
	1
	0
	1
	0

	6
	0
	1
	1
	0
	0
	0
	1
	0
	0

	7
	0
	1
	1
	1
	0
	0
	1
	1
	1

	8
	1
	0
	0
	0
	1
	0
	0
	0
	1

	9
	1
	0
	0
	1
	1
	0
	1
	0
	1

	10
	1
	0
	1
	0
	0
	0
	0
	0
	0

	11
	1
	0
	1
	1
	0
	0
	1
	0
	1

	12
	1
	1
	0
	0
	0
	1
	0
	1
	0

	13
	1
	1
	0
	1
	1
	1
	0
	1
	0

	14
	1
	1
	1
	0
	1
	0
	0
	1
	0

	15
	1
	1
	1
	1
	0
	0
	0
	1
	0


Контрольные вопросы:
1. Что называют простой конъюнкцией и простой дизъюнкцией?

2. В чем отличие СДНФ/СКНФ от ДНФ/КНФ?

3. Для чего нужно минимизировать логические функции?

4. Какие алгебраические преобразования наиболее часто используются при минимизации функции?

5. В чем суть метода карт Карно?

Практическая работа №8
«Проверка множества булевых функций на полноту»
Цель работы: изучить булевые функции на принадлежность к классам ТО, Tl, S, L, М 
 Образовательные результаты, заявленные в ФГОС:
Студент должен 

уметь: 

- применять логические операции, формулы логики, законы алгебры логики; 
- формулировать задачи логического характера и применять средства математической логики для их решения.

знать: 

- основные принципы математической логики, теории множеств и теории алгоритмов;

- формулы алгебры высказываний.

Краткие теоретические и учебно-методические материалы по теме практической работы


Методом неопределенных коэффициентов найдем многочлен Жегалкина для функции от двух переменных, которая задана вектором значений f( x,y ) = ( 0, 1, 1, 0 ).


Составим таблицу истинности для данной функции: 

	Обозначение вектора
	x
	y
	f

	[image: image109.wmf]0


	0
	0
	0

	
[image: image110.wmf]1


	0
	1
	1

	
[image: image111.wmf]2


	1
	0
	1

	
[image: image112.wmf]3


	1
	1
	0



Канонический многочлен Жегалкина для функции от двух переменных ищем в следующем виде: 

f( x, y ) = k0 ( k1·x ( k2·y ( k12·x∙y





 (1)

Для определения коэффициентов многочлена подставляем значения переменных и соответствующее значение функции в формулу (1) − в соответствии с таблицей истинности. 

Подставляя набор переменных (0,0) в (1) получаем: 

Р([image: image113.wmf]0

)= k0 ( k1·0 ( k2·0 ( k12·0·0 = 
k0 = 0 = f([image: image114.wmf]0

) ( k0 = 0. 

Аналогично для набора (0,1) получаем: 

Р(
[image: image115.wmf]1

)= 0 ( k1·0 ( k2·1 ( k12·0·1 = k2 = 1 = f(
[image: image116.wmf]1

) (
 k2 = 1.
Для набора (1,0) получаем:

Р(
[image: image117.wmf]2

)= 0 ( k1·1 ( k2·0 ( k12·1·0 = k1 = 1 = f(
[image: image118.wmf]2

)
( k1 = 1.
Для набора (1,1) получаем: 

Р(
[image: image119.wmf]3

)= 0= 0 (1·1 ( 1·1 ( k12·1·1 = 1 ( 1 ( k12 = 0 ( k12 = k12 = 0 = f(
[image: image120.wmf]3

) ( k12=0.
Подставляя в (1) найденные значения коэффициентов, получаем искомый многочлен для данной функции: f( x, y ) = x ( y. 

Пусть B — некоторое множество функций алгебры логики. Замыканием [B] множества B называется совокупность всех функций из Р2, являющихся суперпозициями функций из множества B. Множество B называется замкнутым классом, если [B]=B. Пусть B – замкнутый класс в Р2 . Множество B называется функционально полной системой в Р2, если [B] = Р2.

Множество B называется предполным классом в Р2, если оно не является полной системой в Р2, но для всякой функции 
[image: image121.wmf]}
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Замкнутые классы Поста

1. Говорят, что функция 
[image: image123.wmf])

x

,...,

x

,

x

(

f

n

2

1

 сохраняет константу 0, если f(0,0,...,0)=0. 

T0 − класс функций, сохраняющих ноль: T0 = {f ( P2 ( f (0,0,...,0) = 0}.

2. Говорят, что функция 
[image: image124.wmf])
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 сохраняет константу 1, если f (1,1,...,1)=1.

T1 − класс функций, сохраняющих единицу: T1 = {f ( P2 ( f (1,1,...,1) = 1}.

3. Функция 
[image: image125.wmf])
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 называется двойственной к 
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, если на противоположных наборах она принимает противоположные значения, т.е. 
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. Двойственная функция обозначается 
[image: image128.wmf])
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Функция 
[image: image129.wmf])
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 называется самодвойственной, если она совпадает со своей двойственной функцией. 

S -- класс самодвойственных функций: S = {f ( P2 ( f (a1,a2 ,...,an ) =
[image: image130.wmf]f

(
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4. Для двоичных векторов 
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, где i=1,2,…,n, введем следующее отношение 
[image: image136.wmf]p

 частичного порядка, называемое отношением предшествования. Будем говорить, что набор 
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 предшествует набору 
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 и писать 
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М − класс монотонных функций: М ={ f ( P2 (n) (f − монотонна}.

5. L − класс линейных функций составляют функции, которые представляются полиномом Жегалкина первой степени: L={ f ( P2 (n) (f = k0(k1x1 (k2x2 ( … (knxn }, где ki({0,1}.

Проверка принадлежности булевой функции замкнутым классам 1-4 осуществляется по таблице истинности. Проверка принадлежности булевой функции классу L осуществляется путем построения многочлена Жегалкина. 

Каждое из множеств T0, T1, S, L, M является замкнутым и предполным классом в P2 .

Критерий полноты системы булевых функций

Теорема Поста. Система булевых функций В функционально полна в Р2 тогда и только тогда, когда она содержит:

1.хотя бы одну функцию, не сохраняющую ноль;

2.хотя бы одну функцию, не сохраняющую единицу;
 3.хотя бы одну немонотонную функцию;
4.хотя бы одну несамодвойственную функцию;
5.и хотя бы одну нелинейную функцию.

Для проверки функциональной полноты системы булевых функций строится так называемая таблица Поста, в которой отмечается принадлежность функций замкнутым классам. Если в каждом столбце таблицы Поста есть хотя бы один минус, система полна, в противном случае – нет.

Пример 1. Проверить систему булевых функций В = {x ( y, x ( y,1} на функциональную полноту.

Проверим принадлежность замкнутым классам функции f (x, y) = x ( y. Построим таблицу истинности данной функции.

[image: image143.wmf] 


f (0,0) = 0 , следовательно f (x, y) (T0 .

f (1,1) = 0 , следовательно f (x, y)( T1 .

f (0,0) = f (1,1) , следовательно, f (x, y) (S .

f (1,0) = 1 > 0 = f (1,1) , следовательно, f (x, y) (M .

Функция представляет собой полином Жегалкина первой степени, следовательно,  f (x, y) ( L .

Результаты заносим в первую строку таблицы Поста. Остальные функции исследуются аналогично. Окончательно таблица Поста имеет вид:

[image: image144.wmf] 



В каждом столбце таблицы имеется минус, следовательно, система В функционально полна. 

Задания для практического занятия:

Вариант 1 
1.  Для заданной функции выполнить следующее:

· постройте СДНФ и СКНФ методом эквивалентных преобразований.;

· проверьте правильность по таблице истинности;
· постройте многочлен Жегалкина двумя способами - с помощью эквивалентных преобразований над исходной формулой и методом неопределенных коэффициентов; 
· сравнив оба результата, проверьте правильность построенного многочлена. 
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2. С помощью теоремы Поста выяснить, полна ли заданная система булевых функций. 
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Вариант 2 
1.  Для заданной функции выполнить следующее:

· постройте СДНФ и СКНФ методом эквивалентных преобразований.;

· проверьте правильность по таблице истинности;
· постройте многочлен Жегалкина двумя способами - с помощью эквивалентных преобразований над исходной формулой и методом неопределенных коэффициентов; 
· сравнив оба результата, проверьте правильность построенного многочлена. 
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2. С помощью теоремы Поста выяснить, полна ли заданная система булевых функций. 
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Вариант 3
1.  Для заданной функции выполнить следующее:

· постройте СДНФ и СКНФ методом эквивалентных преобразований.;

· проверьте правильность по таблице истинности;
· постройте многочлен Жегалкина двумя способами - с помощью эквивалентных преобразований над исходной формулой и методом неопределенных коэффициентов; 
· сравнив оба результата, проверьте правильность построенного многочлена. 
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2. С помощью теоремы Поста выяснить, полна ли заданная система булевых функций. 
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Вариант 4 
1.  Для заданной функции выполнить следующее:

· постройте СДНФ и СКНФ методом эквивалентных преобразований.;

· проверьте правильность по таблице истинности;
· постройте многочлен Жегалкина двумя способами - с помощью эквивалентных преобразований над исходной формулой и методом неопределенных коэффициентов; 
· сравнив оба результата, проверьте правильность построенного многочлена. 


[image: image151.wmf](
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2. С помощью теоремы Поста выяснить, полна ли заданная система булевых функций. 
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Вариант 5 
1.  Для заданной функции выполнить следующее:

· постройте СДНФ и СКНФ методом эквивалентных преобразований.;

· проверьте правильность по таблице истинности;
· постройте многочлен Жегалкина двумя способами - с помощью эквивалентных преобразований над исходной формулой и методом неопределенных коэффициентов; 
· сравнив оба результата, проверьте правильность построенного многочлена. 
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2. С помощью теоремы Поста выяснить, полна ли заданная система булевых функций. 
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Контрольные вопросы:
1. При каком условии множество B называется замкнутым классом?

2. Когда функцию можно назвать самодвойственной? Приведите пример самодвойственной функции. 

3. Что должна содержать система булевых функций В чтобы быть функционально полной в Р2 ?

Практическая работа № 9
«Перевод высказываний естественного зыка на язык исчисления предикатов»

Цель работы: приобретение навыков перевода высказываний естественного языка на язык исчисления предикатов 

Образовательные результаты, заявленные в ФГОС:

Студент должен 

уметь: 

- формулировать задачи логического характера и применять средства математической логики для их решения.

знать: 

- основные принципы математической логики, теории множеств и теории алгоритмов;

-основы языка и алгебры предикатов.

Краткие теоретические и учебно-методические материалы по теме практической работы

N-местным предикатом, определённым на множествах М1, М2,…,Мn, называется предложение, содержащее n переменных x1,x2,…,xn превращающееся в высказывание при подстановке вместо этих переменных любых конкретных элементов из множеств М1, М2,…,Мn соответственно.

Обозначать n-местные предикаты будем А (x1,x2,…,xn), причём переменные x1,x2,…,xn называются предметными.

Всякий n-местный предикат А (x1,x2,…,xn), определённый на множествах М1, М2,…,Мn есть функция от n аргументов, заданная на указанных множествах и принимающая значение 0 (ложно) или 1(истинно).

N-местный предикат А (x1,x2,…,xn) задан на множестве М, если x1,x2,…,xn принимают значения из М.

Примерами предикатов являются любые уравнения и неравенства из школьного курса математики.

Пример 1. x+y>2, где x,y из R есть двухместный предикат заданный на множестве всех действительных чисел R.

Предикат А (x1,x2,…,xn), заданный на множествах М1, М2,…,Мn называется:

· тождественно истинным, если при любой подстановке вместо переменных x1,x2,…,xn любых конкретных значений из множеств М1, М2,…,Мn он превращается в истинное высказывание;

· тождественно ложным, если при любой подстановке вместо переменных x1,x2,…,xn любых конкретных значений из множеств М1, М2,…,Мn соответственно он превращается в ложное высказывание; 

· выполнимым, если существует по крайней мере один набор значений переменных из М1, М2,…,Мn, при которых его значение истинно.  
Обозначают: тождественно истинный – А (x1,x2,…,xn) ≡ 1; тождественно ложный – А (x1,x2,…,xn) ≡ 0.

Двухместный предикат x²+y² ≥ 0, заданный на множестве R является тождественно истинным.

Одноместный предикат sinx > 1, заданный на множестве R является тождественно ложным.

Примером выполнимого предиката заданного на множестве R является предикат x+y > z.
Множеством истинности предиката А (x1,x2,…,xn) заданного на множествах М1, М2,…,Мn называется совокупность всех упорядоченных наборов (a1,a2,…,an), где ai ( Мi, i=1,2,…,n при которых А(a1,a2,…,an) =1.

Множество истинности предиката А (x1,x2,…,xn) будем обозначать NA.

Пример 1. Пусть A(x)=(x²+3x - 4=0) – одноместный предикат, заданный на множестве R. Ясно, что NA={1,-4}. Однако, если данный предикат задан на множестве натуральных чисел, то его множество истинности N′A={1}.

Пример 2. Пусть x²+y²=4 – двухместный предикат, заданный на множестве действительных чисел R. Тогда множеством истинности его являются множества всех таких пар действительных чисел, которые являются координатами точек плоскости, лежащих на окружности с центром в начале координат и радиусом 2.

Непосредственно из определения 2 следует справедливость следующего утверждения.

Пусть А (x1,x2,…,xn) n-местный предикат, заданный на множествах М1, М2,…,Мn тогда справедливы следующие утверждения :

· А (x1,x2,…,xn) является тождественно истинным тогда и только тогда, когда NA= М1× М2×…×Мn;

· А (x1,x2,…,xn) является тождественно ложным тогда и только тогда, когда NA=Ø;

· А (x1,x2,…,xn) является выполнимым тогда и только тогда, когда NA≠Ø.

Два n-местных предиката А(x1,x2,…,xn) и В(x1,x2,…,xn) заданных на одних и тех же множествах М1, М2,…,Мn называются равносильными, если для любых наборов переменных (a1,a2,…,an), где ai(Мi, i=1,2,…,n они принимают одинаковые логические значения.

Непосредственно из данного определения следует, что предикаты А(x1,x2,…,xn) и В(x1,x2,…,xn) равносильны тогда и только тогда, когда их множества истинности совпадают, то есть NA=NВ.
Тот факт, что предикаты А(x1,x2,…,xn) и В(x1,x2,…,xn) равносильны будем обозначать так: A=B.
Предикат А(x1,x2,…,xn) определённый на множествах М1, М2,…,Мn называется следствием предиката В(x1,x2,…,xn) определённом над теми же множествами, если он принимает истинные значения на всех тех наборах значений переменных, на которых истинно значение предиката А(x1,x2,…,xn).

Другими словами можно сказать, что предикат А(x1,x2,…,xn) является следствием предиката В(x1,x2,…,xn) тогда и только тогда, когда NВ ( NA.

Пример 3. Пусть А1(х)=х
[image: image155.wmf]2
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 (x делится на 2), А2(х)= х
[image: image156.wmf]4
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 (x делится на 4) два одноместных предиката заданных на множестве натуральных чисел. Ясно, что предикат А1 является следствием предиката А2.

Так как любой предикат при фиксированных значениях переменных превращается в высказывание, то над ними можно проделывать те же логические операции, что и над высказываниями.

Отрицанием n-местного предиката А (x1,x2,…,xn,), определённого на множествах М1, М2,…,Мn называется n-местный предикат, определённый на тех же множествах, обозначаемый 
[image: image157.wmf])
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, значение которого истинно при всех тех значениях переменных, при которых значение предиката ложно.

Пример 4. Отрицанием двухместного предиката x+y > 2, определённого на множестве R является предикат x+y < 2, определённый на том же множестве R.
Теорема 1 Пусть 
[image: image158.wmf])
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 – n-местный предикат, определённый на множествах М1, М2,…,Мn. Тогда справедливо следующее тождество: 
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Непосредственно из данной теоремы следует:

Следствие. Отрицание предиката будет тождественно истинным тогда и только тогда, когда исходный предикат тождественно ложен.

Конъюнкцией n-местных предикатов 
[image: image160.emf])


,


,


,


(


2


1


n


x


x


x


A


K




) , , , (

2 1

n

x x x A



 и 
[image: image161.wmf])

,

,

,

(

2

1

n

x

x

x

B

K

, определённых на множествах 
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 называется n-местный предикат, определённый на тех же множествах, обозначаемый 
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, значение которого истинно при тех и только тех наборах переменных, при которых истинно значение исходных предикатов.

Теорема 2 Пусть 
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 два n-местных предиката определённые на множествах 
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. Тогда справедливо следующее тождество: 
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Непосредственно из данной теоремы следует:

Следствие. Конъюнкция двух предикатов тождественно истинна тогда и только тогда, когда оба данных предиката тождественно истинны.

Теорема 2 используется в школьном курсе математики при решении систем уравнений и неравенств. Например, требуется решить систему неравенств 
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, x ≥ 3. Для этого нужно найти множество истинности предиката (
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)·(x ≥ 3), определённого на множестве R. Используя теорему 2, получаем:
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Дизъюнкцией n-местных предикатов A(x1, x2, … , xn) и B(x1, x2, … , xn), определенных на множествах M1, M2, … , Mn называется n-местный предикат, определенный на этих множествах, обозначенный A(x1, x2, … , xn) V B(x1, x2, … , xn), значение которого истинно при тех и только тех наборах переменных, при которых истинно значение по меньшей мере одного из исходных предикатов.

Теорема 3 Пусть A(x1, x2, … , xn) и B(x1, x2, … , xn) два n-местных предиката, определенные на множествах M1,M2, … ,Mn. Тогда справедливо следующее тождество NAVB = NA U NB.

Следствие. Дизъюнкция двух предикатов тождественно ложна тогда и только тогда, когда оба данных предиката тождественно ложны.

Теорема 4 Пусть A(x1, x2, … , xn), B(x1, x2, … , xn) и C(x1, x2, … , xn) – n-местные предикаты, определенные на множествах M1,M2,…,Mn, тогда справедливы следующие равносильности: 

A·B=B·A, AVB=BVA, A·(B·C)=(A·B)·C, AV(BVC)=(AVB)VC, A·(BVC)=A·BVA·C, AVB·C=(AVB)·(AVC), 
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Пусть A(x1,x2,…,xn) и B(x1,x2,…,xn) n-местные предикаты на множествах M1,M2,…,Mn. Их импликацией называется предикат, определенный на тех же множествах, обозначаемый A(x1, x2, … , xn) => B(x1, x2, … , xn), значение которого ложно только при тех наборах переменных, при которых значение предиката A истинно, а B – ложно. Предикат A называется посылкой и B – заключением.

Непосредственно из определения следует, что импликация двух предикатов, зависящих от одних и тех же переменных, есть тождественно истинный предикат тогда и только тогда, когда ее заключение является следствием посылки.

Эквивалентность двух n-местных предикатов A(x1, x2, … , xn) и B(x1, x2, … , xn), определенных на множествах M1, M2, … , Mn,, называется n-местный предикат, определенный на тех же множествах, обозначаемый A(x1, x2, … , xn) <=> B(x1, x2, … , xn), значение которого истинно при всех тех наборах переменных, при которых предикаты A и B принимают одинаковые логические значения.

Непосредственно из определения 10 следует, что эквивалентность двух предикатов, зависящих от одних и тех же переменных, есть тождественно истинный предикат тогда и только тогда, когда они равносильны.

В следующей теореме доказаны важные равносильности, выражающие одни логические операции над предикатами через другие.

Теорема 5 Пусть A(x1, x2, … , xn) и B(x1, x2, … , xn) n-местные предикаты, определенные на множествах M1,M2, … ,Mn. Тогда справедливы следующие равносильности:
A=>B=
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VB, A∙B=
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Задания для практического занятия:

Вариант 1
1. Перевести выражения естественного языка на язык исчисления предикатов:
· если произведение конечного числа сомножителей равно нулю, то, по меньшей мере, один из сомножителей равен нулю. (
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 есть один из сомножителей числа 
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”);
· существует x, меньшее, чем 5 и, большее, чем 3;
· каждый студент выполнил, по крайней мере, одну лабораторную работу;
· животные, живущие в зоопарке, встречаются с людьми, посещающими зоопарк;
· судья Иванов не стар и не бодр;
· некоторые женщины одновременно являются юристами и членами конгресса;
· ни один судья не является преподавателем;
· некоторые преподаватели не восхищаются ни одним юристом;
· все студенты группы свободно владеют всеми тремя языками: английским, немецким, французским;
· каждое рациональное число есть действительное число. Некоторое   действительное число есть рациональное число. Не каждое действительное число есть рациональное число.

2. Введем следующие обозначения: 
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Перевести следующие выражения на язык исчисления предикатов:
· я всегда что-то вижу;
· не существует предметов, которые я никогда не беру;
· я всегда вижу либо все, либо ничего.

Вариант 2
1. Перевести выражения естественного языка на язык исчисления предикатов:
· наибольший   общий   делитель   чисел 
[image: image194.wmf]a

 и 
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 делится на всякий их общий  делитель  (
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”);
· для любого числа 
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 существует число 
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, меньшее 
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;
· если произведение натуральных чисел делится на простое число, то на него делится, по крайней мере, один из сомножителей;
· никакой продавец игрушками сам себе их не покупает;
· не все юристы судьи;
· некоторые пациенты любят докторов; 

· некоторые женщины-юристы являются домашними хозяйками;
· судья Иванов не восхищается ни одним преподавателем;
· каждый студент группы владеет каждым иностранным языком (английским, немецким, французским);
· любые два действительных числа либо равны, либо одно из них меньше другого.

2. Введем следующие обозначения: 
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Перевести следующие выражения на язык исчисления предикатов:
· иногда я ничего не вижу;
· я никогда не беру того, что я всегда вижу;
· если я беру некоторый предмет, который до этого уже видел, то я ранее видел предмет, который взял позднее.

Вариант 3
1. Перевести выражения естественного языка на язык исчисления предикатов:
· для всякого действительного числа 
[image: image215.wmf]x

 существует большее действительное число 
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;
· для любых чисел 
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 и 
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 суммы 
[image: image219.wmf]y

x

+

 и 
[image: image220.wmf]x

y

+

 равны;
· через три точки, не лежащие на одной прямой, проходит единственная плоскость;
· те римляне, которые ненавидели диктатора, пытались убить его;
· некоторые юристы, являющиеся политиками, – члены конгресса;
· ни один доктор не является знахарем; 

· все женщины-юристы восхищаются каким-нибудь судьей;
· существуют как юристы, так и преподаватели, которые восхищаются судьей Ивановым;
· есть студенты, которые свободно владеют и английским и немецким и французским языками; 

· каждый ребенок человека 
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 состоит в браке с ребенком человека 
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2. Введем следующие обозначения: 
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Перевести следующие выражения на язык исчисления предикатов:
· существуют предметы, которые я никогда не вижу;
· всегда существуют вещи, которые я не вижу и не беру;
· некоторые вещи, которые я видел ранее, я всегда вижу вновь спустя определенное время.

Вариант 4
1. Перевести выражения естественного языка на язык исчисления предикатов:
· существуют такие действительные числа 
[image: image232.wmf]x

, 
[image: image233.wmf]y

, 
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 что сумма чисел 
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 и 
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 больше, чем произведение чисел 
[image: image237.wmf]x

 и 
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; 

· для любого числа 
[image: image239.wmf]x

 существует такое число 
[image: image240.wmf]y

, что для любого 
[image: image241.wmf]z

, если разность 
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 меньше, чем 
[image: image243.wmf]y

, то разность 
[image: image244.wmf]7
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 меньше 3;
· всякое животное, встречающееся с вежливыми людьми, счастливо;
· римляне либо были преданы диктатору, либо ненавидели его;
· ни один член конгресса не бодр;

· выгул кошек или собак запрещен;
· некоторые юристы восхищаются только судьями;
· только судьи восхищаются судьями;
· в группе есть студенты, которые свободно владеют английским языком, есть те, которые свободно владеют французским, а также те, которые знают немецкий язык;
· у человека 
[image: image245.wmf]y

 существует ребенок, который не состоит в браке с ребенком человека 
[image: image246.wmf]x

.

2. Введем следующие обозначения: 
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Перевести следующие выражения на язык исчисления предикатов:
· я вижу каждую вещь в некоторый момент времени;
· я беру всякую вещь, которую я никогда не вижу;
· если я когда-либо видел две вещи одновременно, то в будущем я также увижу их только одновременно.

Вариант 5
1. Перевести выражения естественного языка на язык исчисления предикатов:
· для каждого действительного числа 
[image: image256.wmf]x

 существует такое 
[image: image257.wmf]y

, что для каждого 
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, если сумма 
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 и 1 меньше 
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, то сумма 
[image: image261.wmf]x

 и 2 меньше 4;
· между любыми двумя различными точками на прямой лежит, по крайней мере, одна точка, с ними не совпадающая;
· все люди, посещающие зоопарк, вежливы;
· некоторые судьи - старики, но бодрые;
· все старые члены конгресса - юристы;
· ни одна женщина не является одновременно политиком и домашней хозяйкой;
· некоторые юристы восхищаются женщинами; 

· все судьи восхищаются только судьями;
· нет столь великой вещи, которую не превзошла бы величиной еще большая; 

· существуют два человека такие, что каждый ребенок одного из них состоит в браке с ребенком другого.
2. Введем следующие обозначения: 
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Перевести следующие выражения на язык исчисления предикатов:
· если я беру предмет, не видя его до этого, то через некоторое время я вижу его, но не беру;
· я беру всякий предмет, который я еще не взял до этого;
· если я когда-либо видел и взял предмет одновременно, то впоследствии я либо делаю то и другое, либо не делаю ни того, ни другого.

Контрольные вопросы:
1. Когда конъюнкция двух предикатов тождественно истинна?
2. Когда предикат А (x1,x2,…,xn), заданный на множествах М1, М2,…,Мn называется выполнимым?

Практическая работа № 10
«Исчисление предикатов»

Цель работы: усвоение основных понятий теории предикатов и приобретение навыков практической работы с формулами логики предикатов

Образовательные результаты, заявленные в ФГОС:

Студент должен 

уметь: 

- применять логические операции, формулы логики, законы алгебры логики; 
- формулировать задачи логического характера и применять средства математической логики для их решения.

знать: 

- основные принципы математической логики, теории множеств и теории алгоритмов;

-основы языка и алгебры предикатов.

Краткие теоретические и учебно-методические материалы по теме практической работы

Определим  предикат 
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. Истинность этого высказывания является частичной, так   как  можно выбрать числа 
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 и 
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 такие, что 
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 не делится на 
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. А предикат 
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 делится только на самого себя и единицу” является универсально истинным, так является истинным для любого значения x. 

В логике предикатов частичная и всеобщая истинность обозначается отдельными специальными знаками – кванторами. 

Если задан предикат 
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, то особый интерес представляет рассмотрение следующих двух утверждений:

1. Неопределенное высказывание 
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2. Неопределенное высказывание 
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 множества 
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, для которого 
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Высказывания 1 и 2 в короткой форме будут выглядеть соответственно так:
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Знак общности 
[image: image291.wmf]"

 заменяет в словесных формулировках слова: все, всякий, каждый, любой. Знак существования 
[image: image292.wmf]$

 употребляется вместо слов: хотя бы один, найдется, существует.

Под выражением 
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 и ложное в противном случае. Это высказывание уже не зависит от 
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. Под выражением 
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понимается высказывание, которое является истинным, если существует элемент 
[image: image298.wmf]M

x

Î

, для которого 
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 истинно, и ложным в противном случае.

Таким образом, предикат можно превратить в высказывание двумя способами: подставить конкретное значение 
[image: image300.wmf]x

 в предикат или использовать кванторы всеобщности и существования.

Переменная 
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Кванторные  операции  применимы и к многоместным предикатам. Пусть на множестве 
[image: image307.wmf]M

задан предикат 
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Применение кванторной операции к предикату [image: image309.wmf])
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[image: image312.wmf])

,

(

y

x

xP

"

, зависящий от переменной 
[image: image313.wmf]y

 и не зависящей от переменной 
[image: image314.wmf]x

. К двуместному предикату можно применять кванторы, как по переменной 
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Стоящие рядом одноименные кванторы можно переставлять местами. Следовательно, формулы 
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являются общезначимыми.

Разноименные кванторы можно переставлять не всегда.

Для каждой формулы 
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 и любых предметных переменных
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 и 
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 не всегда является логически общезначимой.

Помимо эквивалентностей логики высказываний для логики предикатов справедливы следующие эквивалентности (
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Комбинация кванторов:
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Комбинация кванторов и отрицаний:
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Расширение области действия кванторов (
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 не зависит от 
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Расширение области действия кванторов:
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Формула логики предикатов имеет нормальную форму, если она содержит только операции конъюнкции, дизъюнкции и кванторные операции, а операция отрицания отнесена к элементарным формулам. Например, для формулы 
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Предварённая нормальная форма (ПНФ) - нормальная форма, в которой кванторные операции либо полностью отсутствуют, либо они используются после всех операций алгебры логики. Например, для нормальной формы 
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предваренной нормальной формой будет 
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Всякую формулу логики предикатов можно свести к ПНФ, если использовать следующий алгоритм: 

Шаг 1. Исключение логических связок 
[image: image362.wmf]«

 и 
[image: image363.wmf]®

. 

Шаг 2. Продвижение знака отрицания до атома. Многократно (пока это возможно) делаются замены:
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Шаг 3. Переименование связанных переменных. 

Шаг 4. Вынесение кванторов. Для вынесения кванторов используются формулы эквивалентности для исчисления предикатов.

После выполнения четвертого шага получаем ПНФ.

Переименовывать связанные переменные необходимо только в самом кванторе и в области действия этого квантора. Одинаковые переменные, для которых связывающие их кванторы имеют различные области действия, могут переименовываться разным образом или одна из них может переименовываться, а другая нет.

Пример 1. Пусть имеем формулу 
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. Нормальная формула имеет вид 
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Переименовываем переменную 
[image: image371.wmf]x

 в кванторе и в области действия этого квантора на 
[image: image372.wmf]z
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В полученной формуле переменную 
[image: image374.wmf]y

 можно переименовать на 
[image: image375.wmf]w

 в первой посылке и на 
[image: image376.wmf]u

 во второй посылке, либо оставить во второй посылке без изменения
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Формула 
[image: image379.wmf]F

 называется 
[image: image380.wmf]"

‑ формулой, если она представлена в ПНФ, причем кванторная часть состоит только из кванторов всеобщности, т.е. 
[image: image381.wmf]P
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, где 
[image: image382.wmf]P

 – бескванторная формула. Отсюда возникает задача устранения кванторов существования в формулах, представленных в ПНФ. Это можно сделать путем введения сколемовских функций.

Сколемовская форма – это такая предварённая форма, в которой исключены кванторы существования.

Сколемовская нормальная форма (СНФ) строится в соответствии со следующими правилами:

1. Формула логики предикатов представляется в ПНФ.

2. Последовательно (слева направо) вычеркиваем каждый квантор существования, например 
[image: image383.wmf]y

$

, заменяя все вхождения переменной 
[image: image384.wmf]y

 на новый еще не использованный функциональный символ 
[image: image385.wmf]f

, в качестве аргументов 
[image: image386.wmf]f

 берем все переменные, связанные предшествующими 
[image: image387.wmf]y

$

 кванторами всеобщности. Функциональный символ 
[image: image388.wmf]f

 называется сколемовской функцией. Формула логики предикатов, полученная после выполнения шагов 1 и 2, называется сколемовской нормальной формой (СНФ).
Пример 2. 
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Для получения СНФ вычеркиваем фактор существования 
[image: image390.wmf]x

$

 и все вхождения переменной 
[image: image391.wmf]x

 заменяем на константу 
[image: image392.wmf],

с

 поскольку квантору 
[image: image393.wmf]x

$

 не предшествует ни один квантор всеобщности, то есть сколемовская функция не зависит ни от одной переменной, то есть эта функция является константой.


[image: image394.wmf]))

,

(

&

)

,

,

(

)

,

(

(

w

u

Q

u

z

R

y

c

P

w

u

z

y

n

n

Ú

$

"

$

"

"


На следующем шаге вычеркиваем квантор существования 
[image: image395.wmf]u
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и все вхождения переменной 
[image: image396.wmf]u

 заменяем на функцию 
[image: image397.wmf])
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На последнем шаге вычеркиваем квантор 
[image: image399.wmf]w
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Задания для практического занятия:

Вариант 1
1. Какие из следующих выражений являются предикатами. Выделите среди предикатов высказывания.

· Число 
[image: image401.wmf]x

- простое;     
· 
[image: image402.wmf]z

y
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+
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;     
· 
[image: image403.wmf]3
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y

x

;

· 
[image: image404.wmf]y
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;     
· все подобные треугольники равны;

· 
[image: image405.wmf])
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· все четные числа делятся на число 
[image: image406.wmf]y

;

· все четные числа делятся на 2; 
· 8 – нечетное число;

· имеется бесчисленное множество различных простых чисел;

· число 
[image: image407.wmf]1

2

67

-

 не является простым.

2. Пусть переменные в нижеследующих выражениях выбираются из множества действительных чисел, а алгебраические знаки имеют свои обычные значения. Определить, истинны ли эти выражения: 
· 
[image: image408.wmf])
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3. Указать свободные и связанные переменные 
[image: image410.wmf])
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4. Найти отрицание следующей формулы 
[image: image411.wmf])
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5. Привести следующую формулу логики предикатов сначала к предваренной нормальной форме (ПНФ), затем к сколемовской нормальной форме (СНФ).
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Вариант 2
1. Какие из следующих выражений являются предикатами. Выделите среди предикатов высказывания.

· Число 
[image: image413.wmf]x

- простое;     
· 
[image: image414.wmf]z
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;     
· 
[image: image415.wmf]3
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· 
[image: image416.wmf]y
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· все подобные треугольники равны;

· 
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· все четные числа делятся на число 
[image: image418.wmf]y

;

· все четные числа делятся на 2; 
· 8 – нечетное число;

· имеется бесчисленное множество различных простых чисел;

· число 
[image: image419.wmf]1
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 не является простым.

2. Пусть переменные в нижеследующих выражениях выбираются из множества действительных чисел, а алгебраические знаки имеют свои обычные значения. Определить, истинны ли эти выражения: 
· 
[image: image420.wmf])
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3. Указать свободные и связанные переменные 
[image: image422.wmf])
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4. Найти отрицание следующей формулы 
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5. Привести следующую формулу логики предикатов сначала к предваренной нормальной форме (ПНФ), затем к сколемовской нормальной форме (СНФ).
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Вариант 3 
1. Какие из следующих выражений являются предикатами. Выделите среди предикатов высказывания.

· Число 
[image: image425.wmf]x

- простое;     
· 
[image: image426.wmf]z
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;     
· 
[image: image427.wmf]3
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· 
[image: image428.wmf]y
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;     
· все подобные треугольники равны;

· 
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· все четные числа делятся на число 
[image: image430.wmf]y

;

· все четные числа делятся на 2; 
· 8 – нечетное число;

· имеется бесчисленное множество различных простых чисел;

· число 
[image: image431.wmf]1
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 не является простым.

2. Пусть переменные в нижеследующих выражениях выбираются из множества действительных чисел, а алгебраические знаки имеют свои обычные значения. Определить, истинны ли эти выражения: 
· 
[image: image432.wmf])

3

(

=

+

"

$

y

x

x

y

;  

· 
[image: image433.wmf])))

0

(

)

1

((

)

((

2

<

Ú

>

«

>

"

x

x

x

x

x

.
3. Указать свободные и связанные переменные 
[image: image434.wmf])
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4. Найти отрицание следующей формулы 
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5. Привести следующую формулу логики предикатов сначала к предваренной нормальной форме (ПНФ), затем к сколемовской нормальной форме (СНФ).
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Вариант 4 
1. Какие из следующих выражений являются предикатами. Выделите среди предикатов высказывания.

· Число 
[image: image437.wmf]x

- простое;     
· 
[image: image438.wmf]z
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[image: image439.wmf]3
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[image: image440.wmf]y
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· все подобные треугольники равны;

· 
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· все четные числа делятся на число 
[image: image442.wmf]y

;

· все четные числа делятся на 2; 
· 8 – нечетное число;

· имеется бесчисленное множество различных простых чисел;

· число 
[image: image443.wmf]1
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 не является простым.

2. Пусть переменные в нижеследующих выражениях выбираются из множества действительных чисел, а алгебраические знаки имеют свои обычные значения. Определить, истинны ли эти выражения: 
· 
[image: image444.wmf])
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3. Указать свободные и связанные переменные 
[image: image446.wmf])
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4. Найти отрицание следующей формулы 
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5. Привести следующую формулу логики предикатов сначала к предваренной нормальной форме (ПНФ), затем к сколемовской нормальной форме (СНФ).
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Вариант 5 
1. Какие из следующих выражений являются предикатами. Выделите среди предикатов высказывания.

· Число 
[image: image449.wmf]x

- простое;     
· 
[image: image450.wmf]z
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[image: image451.wmf]3
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· 
[image: image452.wmf]y
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· все подобные треугольники равны;

· 
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· все четные числа делятся на число 
[image: image454.wmf]y

;

· все четные числа делятся на 2; 
· 8 – нечетное число;

· имеется бесчисленное множество различных простых чисел;

· число 
[image: image455.wmf]1
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 не является простым.

2. Пусть переменные в нижеследующих выражениях выбираются из множества действительных чисел, а алгебраические знаки имеют свои обычные значения. Определить, истинны ли эти выражения: 
· 
[image: image456.wmf])
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3. Указать свободные и связанные переменные 
[image: image458.wmf])
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4. Найти отрицание следующей формулы 
[image: image459.wmf])
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5. Привести следующую формулу логики предикатов сначала к предваренной нормальной форме (ПНФ), затем к сколемовской нормальной форме (СНФ).
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Контрольные вопросы:
1. Дайте определение сколемовской формы.

2. Что из себя представляет предварённая нормальная форма (ПНФ)?

3. В соответствии с какими правилами строится сколемовская нормальная форма?

Практическая работа № 11
«Решение задач на метод математической индукции»

Цель работы: изучить различные методы доказательств (прямое рассуждение, метод «от противного» и обратное рассуждение), иллюстрирующие методологию рассуждений. Рассмотреть метод математической индукции.
Образовательные результаты, заявленные в ФГОС:

Студент должен 

уметь: 

- формулировать задачи логического характера и применять средства математической логики для их решения.

знать: 

- основные принципы математической логики, теории множеств и теории алгоритмов.
Краткие теоретические и учебно-методические материалы по теме практической работы

Во многих разделах арифметики, алгебры, геометрии, анализа приходится доказывать истинность предложений А(n), зависящих от натуральной переменной. 
Существует несколько стандартных типов доказательств, включающих следующие: 

Прямое рассуждение (доказательство). Предполагаем, что высказывание А истинно и показываем справедливость В. Такой способ доказательства исключает ситуацию, когда A истинно, a B ( ложно, поскольку именно в этом и только в этом случае импликация (А(В) принимает ложное значение. 

Таким образом, прямое доказательство идет от рассмотрения аргументов к доказательству тезиса, т. е. истинность тезиса непосредственно обосновывается аргументами. Схема этого доказательства такая: из данных аргументов (а, b, с, ...) необходимо следует доказываемый тезис q. 

По этому типу проводятся доказательства в судебной практике, в науке, в полемике, в сочинениях школьников, при изложении материала учителем и т. д.

Пример 1. На уроках химии прямое доказательство о горючести сахара может быть представлено в форме категорического силлогизма: Все углеводы - горючи. Сахар - углевод. Сахар горюч.

Обратное рассуждение (доказательство). Предполагаем, что высказывание В ложно и показываем ошибочность А. То есть, фактически, прямым способом проверяем истинность импликации ((не В)((не А)), что согласно таблице, логически эквивалентно истинности исходного утверждения (А(В). 

Метод «от противного». Этот метод часто используется в математике. Пусть а - тезис или теорема, которую надо доказать. Предполагаем от противного, что а ложно, т. е. истинно не-а (или 
[image: image461.wmf]a

). Из допущения 
[image: image462.wmf]a

 выводим следствия, которые противоречат действительности или ранее доказанным теоремам. Имеем 
[image: image463.wmf]a

a

Ú

, при этом 
[image: image464.wmf]a

 - ложно, значит, истинно его отрицание, т.е. 
[image: image465.wmf]a

, которое по закону двузначной классической логики (
[image: image466.wmf]a

→а) дает а. Значит, истинно а, что и требовалось доказать.

Пример 2. Теорема о том, что из точки, лежащей вне прямой, на эту прямую можно опустить лишь один перпендикуляр. Методом “от противного” доказывается и следующая теорема: “Если две прямые перпендикулярны к одной и той же плоскости, то они параллельны”. Доказательство этой теоремы пpямо начинается словами: “Предположим противное, т. е. что прямые АВ и CD не параллельны”.

В основе метода математической индукции лежит принцип математической индукции.

Он заключается в следующем: некоторое утверждение справедливо для всякого натурального n, если

1. оно справедливо для n = 1 и Установлено, что [image: image467.png]


 верно. (Это утверждение называется базой индукции.)

2. из справедливости утверждения для какого-либо произвольного натурального n = k следует его справедливость для n = k+1 (Для любого n доказано, что если верно [image: image468.png]


, то верно [image: image469.png]


. (Это утверждение называется индукционным переходом).

То есть, доказательство по методу математической индукции проводится в три этапа:

1. во-первых, проверятся справедливость утверждения для любого натурального числа n (обычно проверку делают для n = 1);

2. во-вторых, предполагается справедливость утверждения при любом натуральномn=k;

3. в-третьих, доказывается справедливость утверждения для числа n=k+1, отталкиваясь от предположения второго пункта.

Тогда все утверждения нашей последовательности верны.

Пример 3. Доказать, что для всех натуральных [image: image470.png]


 справедливо равенство
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Обозначим через [image: image472.png]


 левую часть равенства, а через [image: image473.png]


 — его правую часть.

1) Докажем сначала, что [image: image474.png]


.

[image: image475.png]1-(1+3)
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2) Дано: [image: image476.png]


. Нужно доказать: [image: image477.png]


.
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Тем самым, утверждение доказано для любого [image: image479.png]


, поскольку из его истинности для [image: image480.png]


 следует, что оно истинно для [image: image481.png]


, из его истинности при [image: image482.png]


 следует его истинность для [image: image483.png]


 и т.д.

Задания для практического занятия:
Вариант 1 
1. Используя методы доказательства:

· Прямым рассуждением докажите истинность высказывания: n и m — четные числа    ( n+m — число четное. 

· Дайте обратное доказательство высказывания: n2 — четное число ( n — четное. 

· Методом «от противного» докажите, что n+m — нечетное число ( одно из              слагаемых является четным, а другое — нечетным.

2. Докажите методом математической индукции, что 1 + 5 + 9 +…+(4n - 3) = n(2n(1) для всех натуральных чисел n. 

Вариант 2 
1. Используя методы доказательства:

· Прямым рассуждением докажите истинность высказывания: n и m — четные числа    ( n+m — число четное. 

· Дайте обратное доказательство высказывания: n2 — четное число ( n — четное. 

· Методом «от противного» докажите, что n+m — нечетное число ( одно из              слагаемых является четным, а другое — нечетным.

2. Докажите методом математической индукции, что 12+22+…+n2 = n(n+1)(2n+1)/6 для всех натуральных чисел n.
Вариант 3 
1. Используя методы доказательства:

· Прямым рассуждением докажите истинность высказывания: n и m — четные числа    ( n+m — число четное. 

· Дайте обратное доказательство высказывания: n2 — четное число ( n — четное. 

· Методом «от противного» докажите, что n+m — нечетное число ( одно из              слагаемых является четным, а другое — нечетным.

2. Докажите методом математической индукции, что [image: image485.png]1-2:3+2-344..n- (n+ 1)« (n+ 2) = LIS



 для всех натуральных чисел n.
Вариант 4 
1. Используя методы доказательства:

· Прямым рассуждением докажите истинность высказывания: n и m — четные числа    ( n+m — число четное. 

· Дайте обратное доказательство высказывания: n2 — четное число ( n — четное. 

· Методом «от противного» докажите, что n+m — нечетное число ( одно из              слагаемых является четным, а другое — нечетным.

2. Докажите методом математической индукции, что 1*1! + 2* 2!+…+-n*n! = (n + 1)! ( 1 для всех натуральных чисел n.

Вариант 5 
1. Используя методы доказательства:

· Прямым рассуждением докажите истинность высказывания: n и m — четные числа    ( n+m — число четное. 

· Дайте обратное доказательство высказывания: n2 — четное число ( n — четное. 

· Методом «от противного» докажите, что n+m — нечетное число ( одно из              слагаемых является четным, а другое — нечетным.

2. Докажите методом математической индукции, что при каждом натуральном n число [image: image487.png]


делится на b: [image: image489.png]


, b=33
Контрольные вопросы:
1. В чем разница между доказательством прямым рассуждением, обратным, от противного?

2. Что означает математическая индукция? Объясните принцип математической индукции.

Практическая работа №12-13
«Исследование графов»
Цель работы:  научиться составлять для графа матрицы инцидентности и смежности и по матрицам уметь строить граф.
Образовательные результаты, заявленные в ФГОС:

Студент должен 

уметь

-формулировать задачи логического характера и применять средства математической логики для их решения.
знать
- основные принципы математической логики, теории множеств и теории алгоритмов.

Краткие теоретические и учебно-методические материалы по теме практической работы


[image: image490.wmf]
 Теория графов – область дискретной математики, особенностью которой является геометрический подход к изучению объектов. Теория графов и связанные с ней методы исследования используются на разных уровнях во всей современной математике. Особенно широкое применение методы теории графов находят в таких областях прикладной математики, как программирование, теория конечных автоматов, в решении вероятностных и комбинаторных задач.

 Во многих прикладных задачах изучаются системы связей между различными объектами. Объекты называются вершинами и отмечаются точками или кружочками, а связи между вершинами – отрезками, соединяющими пары точек, и эти отрезки называются ребрами. Рассмотрение таких систем приводит к понятию графа. 

 Граф или неориентированный граф G — это упорядоченная пара 

G: = (V,E), для которой выполнены следующие условия:

· V это непустое множество вершин или узлов,

· E это множество пар (в случае неориентированного графа -неупорядоченных) вершин, называемых рёбрами.

 Вершины и рёбра графа называются также элементами графа, число вершин в графе | V | - порядком, число рёбер | E | - размером графа.

 Вершины u и v называются концевыми вершинами (или просто концами) рёбра e = {u,v}. Ребро, в свою очередь, соединяет эти вершины. Две концевые вершины одного и того же ребра называются соседними.

 Два ребра называются смежными, если они имеют общую концевую вершину.

 Два ребра называются кратными, если множества их концевых вершин совпадают.

 Ребро называется петлёй, если его концы совпадают, то есть e = {v,v}.

 Вершина называется изолированной, если она не является концом ни для одного ребра; висячей (или листом), если она является концом ровно одного ребра.

Орграф D=(V, E) есть множество E упорядоченных пар вершин.

 Дуга {u, v} инцидентна вершинам u и v. При этом говорят, что u — начальная вершина дуги, а v — конечная вершина.

 Орграф, полученный из простого графа ориентацией ребер, называется направленным. В отличие от последнего, в произвольном простом орграфе две вершины могут соединяться двумя разнонаправленными дугами.

Связность

Маршрутом в орграфе называют чередующуюся последовательность вершин и дуг, вида v0{v0,v1}v1{v1,v2}v2...vn (вершины могут повторяться). Длина маршрута — количество дуг в нем.

Путь есть маршрут в орграфе без повторяющихся дуг, простой путь — без повторяющихся вершин. Если существует путь из одной вершины в другую, то вторая вершина достижима из первой. Контур есть замкнутый путь.

Орграф сильно связный, или просто сильный если все его вершины взаимно достижимы; односторонне связный, или просто односторонний если для любых двух вершин, по крайней мере одна достижима из другой; слабо связный, или просто слабый, если при игнорировании направления дуг получается связный (мульти)граф;

Максимальный сильный подграф называется сильной компонентой; односторонняя компонента и слабая компонента определяются аналогично.

Способы представления орграфов

Матрица смежности - таблица, где как столбцы, так и строки соответствуют вершинам графа. В каждой ячейке этой матрицы записывается число, определяющее наличие связи от вершины-строки к вершине-столбцу (либо наоборот).

Матрица инцидентности - каждая строка соответствует определённой вершине графа, а столбцы соответствуют связям графа. В ячейку на пересечении i-ой строки с j-м столбцом матрицы записывается:

· «1», в случае, если связь j «выходит» из вершины i;

· «-1», в случае, если связь «входит» в вершину;

· «0», во всех остальных случаях (то есть если связь является петлёй или связь не инцидентна вершине).

Способы представления графа:

Матрица инцидентности — таблица, состоящая из n строк (вершины) и m столбцов (ребра), в которой:

· 
[image: image491.wmf]ij

b

= 1, если вершина 
[image: image492.wmf]i

V

 инцидентна ребру 
[image: image493.wmf]j

X

;

· 
[image: image494.wmf]ij

b

= 0, если вершина 
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 не инцидентна ребру 
[image: image496.wmf]j
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 Матрица смежности — квадратная таблица графа G (V,X) без ребер, для которой:

· 
[image: image497.wmf]ij

a

= 1, если (
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,
[image: image499.wmf]j

V

) 
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 X;

· 
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,
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Пример 1. Для неориентированного графа, изображенного на рис.1, постройте матрицу смежности и матрицу инцидентности.

         [image: image505.jpg]


Рис.1

Решение:

 
[image: image506.wmf]Матрица смежности: 
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 Матрица инцидентности:
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Пример 2.
 Задан граф G(V, E), где V = {v1, v2, v3, v4, v5}; Е
[image: image509.wmf]vi

 = {v1, v2, v3}; Е
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v

 = 
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; 

Е
[image: image512.wmf]3

v

= {v1, v2, v5}; Е
[image: image513.wmf]4

v

 = {v1}; E
[image: image514.wmf]5

v

= {v1, v2, v3, v4, v5}.

1.Изобразите орграф на рисунке.

 2.Постройте матрицу смежности.

Решение:

1.
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2.

А = 
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Пример 3. 

 Дана матрица 
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 Постройте орграф, для которого данная матрица является матрицей смежности. Найдите матрицу инцидентности графа.

 Решение:

 Для построения орграфа его вершине однозначно сопоставим точку на плоскости. Данная матрица смежности имеет четыре строки и четыре столбца, следовательно, в орграфе четыре вершины: 1, 2, 3, 4.

 Проанализируем элементы матрицы:

 a
[image: image520.wmf]11

 = 0 — при вершине a нет петель;
 a
[image: image521.wmf]12

= 2 – из вершины 1 выходят две стрелки к вершине 2;

 a
[image: image522.wmf]13

 = 0 – из 1 не выходит ни одной стрелки к вершине 3;

 a
[image: image523.wmf]14

 = 0 – из 1 не выходит ни одной стрелки к вершине 4;

 a
[image: image524.wmf]21

 = 0 – из 2 не выходит ни одной стрелки к вершине 1;

 a
[image: image525.wmf]22

 = 0 – при 2 нет петель;

 a
[image: image526.wmf]23

 = 1 – из 2 выходит одна стрелка к 3;

 a
[image: image527.wmf]24

 = 0 – из 2 не выходит ни одной стрелки к вершине 4;

 a
[image: image528.wmf]31

 = 1 – из 3 выходит одна стрелка к вершине 1;

 a
[image: image529.wmf]32

 = 0 – из 3 не выходит ни одной стрелки к вершине 2;

 a
[image: image530.wmf]33

 = 0 – из при 3 нет петель;

 a
[image: image531.wmf]34

 = 1 – из 3 выходит одна стрелка к вершине 4;

 a
[image: image532.wmf]41

 = 3 – из 4 выходит 3 стрелки к вершине 1;

 a
[image: image533.wmf]42

 = 1 – из 4 выходит одна стрелка к вершине 2;

 a
[image: image534.wmf]43

 = 0 – из 4 не выходит ни одной стрелки к вершине 3;

 a
[image: image535.wmf]44

 = 0 – при 4 нет петель.

 Строим орграф: 
[image: image536.jpg]



Задания для практического занятия:

1. Для неориентированного графа, изображенного на рисунке, постройте матрицу смежности и матрицу инцидентности:

	Вариант 1
	Вариант 2

	
[image: image537.png]
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	Вариант 3
	Вариант 4

	
[image: image539.png]



	
[image: image540.png]





2. Дана матрица A. Постройте соответствующий ей граф, имеющий матрицу А своей матрицей смежности. 

	Вариант 1
	Вариант 2
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	Вариант 3
	Вариант 4
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3. Изобразите заданный орграф графически:

	Вариант 1
	Вариант 2

	G(V,E) - орграф.

V={1,2,3,4}, E={(1, 2), (4, 3), (3, 4), (3, 1), (4, 1)}
	G(V,E) - орграф.

V={1,2,3,4,5}, E={(1, 2), (4, 3), (3, 5), (5, 1), (4, 1)}

	Вариант 3
	Вариант 4

	G(V,E) - орграф.

V={1,2,3,4,5}, E={(1, 3), (2, 3), (1, 5), (2, 4), (1, 2)}.
	G(V,E) - орграф.

V={1,2,3,4,5,6}, E={(1, 6), (4, 5), (1, 2), (2, 3), (3, 6)}                                      


4. Изобразите заданный граф графически:

	Вариант 1
	Вариант 2

	Неориентированный граф G(V,E), заданный множеством V={v0, v1, v2, v3, v4, v5}

E(v0)={v1,v2}; E(v1)={v0,v2,v4}; E(v2)={v0,v1,v5}; E(v3)={v4}; E(v4)={v1,v3}; E(v5)={v2}
	Неориентированный граф G(V,E), заданный множеством V={v0, v1, v2, v3, v4, v5}

E(v0)={v4,v5}; E(v1)={v2}; E(v2)={v1,v3,v4}; E(v3)={v2,v4}; E(v4)={v0,v2,v3}; E(v5)={v0,v5}

	Вариант 3
	Вариант 4

	Неориентированный граф G(V,E), заданный множеством V={v0, v1, v2, v3, v4, v5}

E(v0)={v1,v5}; E(v1)={v1,v3,v5}; E(v2)={v4}; E(v3)={v1,v4,v5}; E(v4)={v2,v3};  E(v5)={v1}
	Неориентированный граф G(V,E), заданный множеством V={v0, v1, v2, v3, v4, v5}

E(v0)={ v0,v2,v3 }; E(v1)={ v2,v4,v5}; E(v2)={v0,v1}; E(v3)={v4,v5}; E(v4)={v1,v3}; E(v5)={v1,v3}


5. Для графов, изображенных на рисунках, составить матрицу смежности вершин, смежности дуг и инцидентности.

	Вариант 1
	Вариант 2
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	Вариант 3
	Вариант 4
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                               Контрольные вопросы

1. Что такое граф?

2. Какие способы задания графов вы знаете?

Практическая работа №14-15

«Работа машины Тьюринга»

Цель работы: Выработать навыки в работе с простейшими автоматами

Образовательные результаты, заявленные в ФГОС:

Студент должен 

уметь

-формулировать задачи логического характера и применять средства математической логики для их решения.
знать
- основные принципы математической логики, теории множеств и теории алгоритмов.

Краткие теоретические и учебно-методические материалы по теме практической работы

Машина Тьюринга — это строгое математическое построение, математический аппарат (аналогичный, например, аппарату дифференциальных уравнений), созданный для решения определенных задач. Этот математический аппарат был назван “машиной” по той причине, что по описанию его составляющих частей и функционированию он похож на вычислительную машину. Принципиальное отличие машины Тьюринга от вычислительных машин состоит в том, что ее запоминающее устройство представляет собой бесконечную ленту: у реальных вычислительных машин запоминающее устройство может быть как угодно большим, но обязательно конечным. Машину Тьюринга нельзя реализовать именно из-за бесконечности ее ленты. В этом смысле она мощнее любой вычислительной машины.

В каждой машине Тьюринга есть две части:

1) неограниченная в обе стороны лента, разделенная на ячейки;

2) автомат (головка для считывания/записи, управляемая программой).

С каждой машиной Тьюринга связаны два конечных алфавита: алфавит входных символов A = {a0, a1, ..., am}и алфавит состояний Q = {q0, q1, ..., qp}. (С разными машинами Тьюринга могут быть связаны разные алфавиты A и Q.) Состояние q0называется пассивным. Считается, что если машина попала в это состояние, то она закончила свою работу. Состояние q1 называется начальным. Находясь в этом состоянии, машина начинает свою работу.

Входное слово размещается на ленте по одной букве в расположенных подряд ячейках. Слева и справа от входного слова находятся только пустые ячейки (в алфавит А всегда входит пустая буква а0 — признак того, что ячейка пуста).

Автомат может двигаться вдоль ленты влево или вправо, читать содержимое ячеек и записывать в ячейки буквы. Ниже схематично нарисована машина Тьюринга, автомат которой обозревает первую ячейку с данными.
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 Автомат каждый раз “видит” только одну ячейку. В зависимости от того, какую букву ai он видит, а также в зависимости от своего состояния qj автомат может выполнять следующие действия:

· · записать новую букву в обозреваемую ячейку;

· · выполнить сдвиг по ленте на одну ячейку вправо/влево или остаться неподвижным;

· · перейти в новое состояние.

То есть у машины Тьюринга есть три вида операций. Каждый раз для очередной пары (qj, ai) машина Тьюринга выполняет команду, состоящую из трех операций с определенными параметрами.

Задания для практического занятия:

1. Дана машина Тьюринга с внешним алфавитом A={a0,1}, алфавитом
внутренних состояний Q = {q0, q1, q2, q3, q4, q5, q6, q7} и со следующей функциональной схемой:
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В какое слово перерабатывает машина каждое из следующих слов, исходя из начального стандартного положения:

	Вариант 1:
	111111

	Вариант 2:
	1111111

	Вариант 3:
	1a0111a0 a01111

	Вариант 4:
	11a0 a0111111

	Вариант 5:
	11a0111


2. Машина Тьюринга задаётся следующей функциональной схемой:
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Определите, в какое слово перерабатывает машина каждое из следующих слов, исходя из начального стандартного состояния.

	Вариант 1:
	111a0111

	Вариант 2:
	1111 a011

	Вариант 3:
	11 a0111

	Вариант 4:
	11111 a0

	Вариант 5:
	a01111


3. Машина Тьюринга определяется следующей функциональной схемой:
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Определите, в какое слово перерабатывает машина слова, исходя из стандартного начального состояния: 
	Вариант 1:
	111∗11

	Вариант 2:
	11∗11

	Вариант 3:
	1111∗1

	Вариант 4:
	11111∗111

	Вариант 5:
	11111∗1111


4. Машина Тьюринга определяется приведенной функциональной схемой. 
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Для следующих слов определите, в какое слово переработается каждое из них данной машиной, исходя из начального положения, при котором машина находится в состоянии q1 и обозревается указываемая ячейка (считая слева):

	Вариант 1:
	11111

	Вариант 2:
	111

	Вариант 3:
	1111111111

	Вариант 4:
	111111

	Вариант 5:
	111111111111111


5. Машина Тьюринга с внешним алфавитом, А = {a0; 1}определяется программой:
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Остановится ли когда-нибудь машина, если она начнёт перерабатывать следующее слово (в начальный момент, в состоянии q1 , машина обозревает самую левую ячейку слова): 

	Вариант 1:
	111111

	Вариант 2:
	11a0a011a01

	Вариант 3:
	1a01a01a01

	Вариант 4:
	1a01a01

	Вариант 5:
	111


Если остановка происходит, то какое слово получается в результате, какая ячейка и в каком (перед остановкой) состоянии обозревается?

Контрольные вопросы:
1. Что представляет собой команда в машине Тьюринга?

2. Какое положение в машине Тьюринга считается стандартным начальным?
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