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ПРЕДИСЛОВИЕ
	
	Методические указания созданы в помощь для работы на занятиях, подготовки к практическим работам, правильного составления отчетов.
	Приступая к выполнению практической работы необходимо внимательно прочитать цель работы, ознакомиться с требованиями к уровню подготовки в соответствии с федеральными государственными стандартами, краткими теоретическими сведениями, выполнить задания работы, ответить на контрольные вопросы для закрепления теоретического материала и сделать выводы. 
	Отчет о практической работе необходимо выполнить и сдать в срок, установленный преподавателем. 
	Наличие положительной оценки по практическим  работам  необходимо для получения зачета по дисциплине и допуска к экзамену, поэтому в случае отсутствия студента на уроке по любой причине или получения неудовлетворительной оценки за практическую работу необходимо найти время для ее выполнения или пересдачи.

Правила выполнения практических (практических) работ
	1. Студент должен прийти на практическое занятие подготовленным к выполнению практической работы.
	2. После проведения практической работы студент должен представить отчет о проделанной работе.
	3. Отчет о проделанной работе следует выполнять в журнале практических работ на листах формата А4 с одной стороны листа.

Оценку по практической работе студент получает, если:
- студентом работа выполнена в полном объеме;
- студент может пояснить выполнение любого этапа работы;
- отчет выполнен в соответствии с требованиями к выполнению работы;
- студент отвечает на контрольные вопросы на удовлетворительную оценку и выше.
	Зачет по выполнению практических работ студент получает при условии выполнения всех предусмотренных программой практических работ после сдачи журнала с отчетами по работам и оценкам.

Внимание! Если в процессе подготовки к практическим работам или при решении задач возникают вопросы, разрешить которые самостоятельно не удается, необходимо обратиться к преподавателю для получения разъяснений или указаний в дни проведения дополнительных занятий. 



Обеспеченность занятия (средства обучения):

1.   Учебно-методическая литература:
1. Технология разработки программного обеспечения : учеб. пособие / Л.Г. Гагарина, Е.В. Кокорева, Б.Д. Сидорова-Виснадул ; под ред. Л.Г. Гагариной. — М.: ИД «ФОРУМ» : ИНФРА-М, 2018. — 400 с. — (Высшее образование: Бакалавриат).
2. Хуснутдинов Р.Ш. Экономико-математические методы и модели:Учеб.пособие.-М.:ИНФРА-М,2015.-224-(Высшее образование)ISBN 978-5-16-005313-4
3. Рудаков А. Технология разработки программных продуктов: учебник Изд. Академия. Среднее профессиональное образование. 2018г.
4. Гагарина, Л. Г. Технология разработки программного обеспечения: учеб. пособие / Л. Г. Гагарина, Е. В. Кокорева, Б. Д. Виснадул; Под ред. Л. Г. Гагариной. - М.: ФОРУМ: ИНФРА-М, 2017.-400 с.ISBN 978-5-8199-0342-1; ISBN 978-5-16-003193-4

2.   Технические средства обучения:
· персональный компьютер.
· мультимедиа проектор;
· принтер;
· экран;
3.     Программное обеспечение: компьютер по количеству обучающихся с лицензионным программным обеспечением: Microsoft Office, MS Exсel, MathCad, Maple,  MatLab;





Порядок выполнения отчета по практической работе

1. Ознакомиться с теоретическим материалом по практической работе.
1. Записать краткий конспект теоретической части.
1. Выполнить предложенное задание согласно варианту по списку группы.
1. Продемонстрировать результаты выполнения предложенных заданий преподавателю.
1. Записать код программы в отчет.
1. Ответить на контрольные вопросы.
1. Записать выводы о проделанной работе.

	



Практическая работа №1
Тема: Построение простейших математических моделей. Построение простейших статистических моделей. Решение простейших однокритериальных задач.
Цель работы: закрепить практические навыки по построению простейших математических и простейших статистических моделей.
Образовательные результаты, заявленные в ФГОС:
Студент должен 
уметь: 
          - организовывать постобработку данных;
знать: 
          - встроенные и основные специализированные инструменты анализа качества программных продуктов.
.

Краткие теоретические и учебно-методические материалы по теме практической работы
Построение математической модели процесса, явления или объекта начинается с построения упрощенного варианта модели, в котором учитываются только основные черты. В результате прослеживаются основные связи между входными параметрами, ограничениями и показателем эффективности. Общего подхода к построению модели нет. В каждом конкретном случае при построении математической модели учитывается большое количество факторов: цель построения модели, круг решаемых задач, точность описания модели и точность выполнения вычислений. Математическая модель должна отражать все существенные факторы, определяющие ее поведение, и при этом быть простой и удобной для восприятия результатов. Каждая математическая модель процесса, явления или объекта в своей основе имеет математический количественный метод.
Применение математических количественных методов для обоснования выбора того или иного управляющего решения во всех областях человеческой деятельности называется исследованием операций. Целью исследования операций является нахождение с использованием специального математического аппарата решения, удовлетворяющего заданным условиям. На самом деле при решении практически любой задачи имеется неограниченное количество решений. Множество решений, удовлетворяющих заданным условиям (ограничениям), называется допустимым множеством решением. Выбор из множества допустимых решений одного решения, наилучшего в каком-либо смысле, называемого оптимальным решением, и есть задача исследования операций.
Модель — это материальный или идеальный объект, заменяющий оригинал, наделенный основными характеристиками (чертами) оригинала и предназначенный для проведения некоторых действий над ним с целью получения новых сведений об оригинале.
[image: http://www.studfiles.ru/html/2706/379/html_v3Nq5bgQOQ.wl9I/img-fJS2sD.jpg]
Рис. 1. Классификация моделей
[image: http://www.studfiles.ru/html/2706/379/html_v3Nq5bgQOQ.wl9I/img-jE5kJx.jpg]
Рис. 2. Классификация математических моделей
При построении математической модели необходимо обеспечить достаточную точность вычислений (точность решения) и необходимую подробность модели. Любая математическая модель включает в себя описание основных, т. е. необходимых для исследования свойств и законов функционирования исследуемого объекта, процесса или явления. В своей основе каждая математическая модель имеет целевую функцию, которая описывает функционирование реального объекта, процесса или явления. В зависимости от исследуемого (моделируемого) объекта, явления или процесса целевая функция может быть представлена одной функциональной зависимостью, системой уравнений (линейных, нелинейных, дифференциальных и т. д.), набором статистических данных и т. д. При работе с целевой функцией исследователь воздействует на нее через набор входных параметров (рис. 3).
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Рис. 3. Обобщенная схема математической модели
По способу реализации математические модели можно разделить следующим образом.
1. Линейное программирование.
Математическая модель целиком (целевая функция и ограничения) описывается уравнениями первого порядка. Линейное программирование включает в себя несколько методов решения (задач):
· симплексный;
· графический;
· транспортная задача;
· целочисленное программирование.
2. Нелинейное программирование.
Целевая функция и ограничения, составляющие математическую модель, содержат хотя бы одно нелинейное уравнение (уравнение второго порядка и выше). Нелинейное программирование содержит несколько методов решения (задач):
· графический;
· регулярного симплекса;
· деформируемого многогранника (Нелдера - Мида);
· градиентный.
3. Динамическое программирование.
Ориентировано на решение задач прокладки магистралей кратчайшим путем и перераспределения различных видов ресурсов.
4. Сетевое планирование.
Решает проблему построения графика выполнения работ, распределения производственных, финансовых и людских ресурсов.
5. Принятие решений и элементы планирования.
В этом случае и качестве целевой функции выступает набор статистических данных или некоторые данные прогноза. Решением задачи являются рекомендации о способах поведения (стратегии). Решение носит рекомендательный характер (приблизительное решение). Выбор стратегии целиком остается за человеком — ответственным лицом, принимающим решение. Для принятия решения разработаны следующие теории:
· теория игр;
· системы массового обслуживания.
Задание 1. Составить математическую модель следующей задачи. На складе имеется 300 кг сырья. Надо изготовить два вида продукции. На изготовление первого изделия требуется 2 кг сырья, а на изготовление второго изделия — 5 кг. Определить план выпуска двух изделий.
Решение.
Обозначим, х1 – единица первого изделия, х2 – единица второго изделия. Тогда составим математическая модель: 2х1+5х2=300.
Задание 2. Составить математическую модель следующей задачи. Предположим, что для производства продукции вида А и В можно использовать материал 3-х сортов. При этом на изготовление единицы изделия вида А расходуется 14 кг первого сорта, 12 кг второго сорта и 8 кг третьего сорта. На изготовление продукции вида В расходуется 8 кг первого сорта, 4 кг второго сорта, 2 кг третьего сорта. На складе фабрики имеется всего материала первого сорта 624 кг, второго сорта 541 кг, третьего сорта 376 кг. От реализации единицы готовой продукции вида А фабрика имеет прибыль вида 7 руб., а от реализации единицы готовой продукции вида В фабрика имеет прибыль вида 3 руб. Определить максимальную прибыль от реализации всей продукции видов А и В.
Решение.
Составим математическую модель задачи:
Пусть х1 – единица готовой продукции вида А,
x2 - единица готовой продукции вида В,
Цель фабрики получить максимальную прибыль от реализации всей продукции видов
А и В, тогда:
[image: http://www.studfiles.ru/html/2706/379/html_v3Nq5bgQOQ.wl9I/img-Q6c5Oi.png]
Система ограничений:
[image: http://www.studfiles.ru/html/2706/379/html_v3Nq5bgQOQ.wl9I/img-eCJolB.png]
Задание 3. Составить математическую модель следующей задачи. Имеются три пункта поставки однородного груза А1, А2, А3 и пять пунктов В1, В2, В3, В4, В5 потребления этого груза. На пунктах А1, А2 и А3 находится груз соответственно в количестве 200, 450, 250 тонн. В пункты В1, В2, В3, В4, В5 требуется доставить соответственно 100, 125, 325, 250, 100 тонн груза. Расстояние между пунктами поставки и пунктами потребления приведено в таблице:



	Пункты поставки
	Пункты потребления

	
	В1
	В2
	В3
	В4
	В5

	А1
	5
	8
	7
	10
	3

	А2
	4
	2
	2
	5
	6

	А3
	7
	3
	5
	9
	2


Решение:
Проверка сбалансированности модели задачи. Модель является сбалансированной, т.к. суммарный объем запасов сырья равен суммарному объему потребности в ней:
200+450+250=100+125+325+250+100.
Построение математической модели – неизвестными в этой задачи является объем перевозок. Пусть [image: http://www.studfiles.ru/html/2706/379/html_v3Nq5bgQOQ.wl9I/img-sAb6XW.png]- объем перевозок сi-го предприятия в j-го пункт потребления. Суммарные транспортные расходы - это функционал качества (критерий цели): [image: http://www.studfiles.ru/html/2706/379/html_v3Nq5bgQOQ.wl9I/img-JW1mC_.png],
Где [image: http://www.studfiles.ru/html/2706/379/html_v3Nq5bgQOQ.wl9I/img-g6520a.png]- стоимость перевозки единицы продукции сi-го предприятия в j-й пунктах потребления.
Неизвестные в этой задачи должны удовлетворять следующим ограничениям:
Объем перевозок не могут быть отрицательными;
Поскольку модель сбалансирована, то вся продукция должна быть вывезена с предприятия, а потребность всех пунктов потребления должна быть полностью удовлетворены.
Итак, имеем следующую задачу:
Найти минимум функционала: [image: http://www.studfiles.ru/html/2706/379/html_v3Nq5bgQOQ.wl9I/img-HU9xcZ.png]
При ограничениях: [image: http://www.studfiles.ru/html/2706/379/html_v3Nq5bgQOQ.wl9I/img-ZJJZLO.png][image: http://www.studfiles.ru/html/2706/379/html_v3Nq5bgQOQ.wl9I/img-hlOOvO.png][image: http://www.studfiles.ru/html/2706/379/html_v3Nq5bgQOQ.wl9I/img-G5jdLT.png],

Задания для самостоятельной работы
1 Вариант.
Задача 1. Составить математическую модель следующей задачи. Предположим, что для производства продукции вида А и В можно использовать материал трех сортов. При этом на изготовление единицы изделия вида А расходуется а1 кг первого сорта, а2 кг второго сорта и а3 кг третьего сорта. На изготовление продукции вида В расходуется b1 кг первого сорта, b2 кг второго сорта, b3 кг третьего сорта. На складе фабрики имеется всего материала первого сорта с1 кг, второго сорта с2 кг, третьего сорта с3 кг. От реализации единицы готовой продукции вида А фабрика имеет прибыль вида α руб., а от реализации единицы готовой продукции вида В фабрика имеет прибыль вида β руб. Определить максимальную прибыль от реализации всей продукции видов А и В.
а1= 19, а2= 16, а3= 19, b1= 26, b2= 17, b3= 8, c1= 868, c2= 638, c3= 853,
α=5, β=4.
Задача 2. Имеются три пункта поставки однородного груза А1, А2, А3 и пять пунктов В1, В2, В3, В4, В5 потребления этого груза. На пунктах А1, А2 и А3 находится груз соответственно в количестве а1, а2 и а3 тонн. В пункты В1, В2, В3, В4, В5 требуется доставить соответственно b1, b2, b3, b4, b5 тонн груза. Расстояние между пунктами поставки и пунктами потребления приведено в таблице:
	Пункты поставки
	Пункты потребления

	
	В1
	В2
	В3
	В4
	В5

	А1
	D11
	D12
	D13
	D14
	D15

	А2
	D21
	D22
	D23
	D24
	D25

	А3
	D31
	D32
	D33
	D34
	D35


Найти такой план закрепления потребителей за поставщиками однородного груза, чтобы общие затраты по перевозкам были минимальными.
	а1=300, а2=250, а3=200,
b1=210, b2=150, b3=120, b4=135, b5=135.
	[image: http://www.studfiles.ru/html/2706/379/html_v3Nq5bgQOQ.wl9I/img-928UYh.png]


2 Вариант.
Задача 1. Составить математическую модель следующей задачи. Предположим, что для производства продукции вида А и В можно использовать материал трех сортов. При этом на изготовление единицы изделия вида А расходуется а1 кг первого сорта, а2 кг второго сорта и а3 кг третьего сорта. На изготовление продукции вида В расходуется b1 кг первого сорта, b2 кг второго сорта, b3 кг третьего сорта. На складе фабрики имеется всего материала первого сорта с1 кг, второго сорта с2 кг, третьего сорта с3 кг. От реализации единицы готовой продукции вида А фабрика имеет прибыль вида α руб., а от реализации единицы готовой продукции вида В фабрика имеет прибыль вида β руб. Определить максимальную прибыль от реализации всей продукции видов А и В.
а1= 14, а2= 15, а3= 20, b1= 40, b2= 27, b3= 4, c1= 1200, c2= 993, c3= 1097,
α=5, β=13.
Задача 2. Имеются три пункта поставки однородного груза А1, А2, А3 и пять пунктов В1, В2, В3, В4, В5 потребления этого груза. На пунктах А1, А2 и А3 находится груз соответственно в количестве а1, а2 и а3 тонн. В пункты В1, В2, В3, В4, В5 требуется доставить соответственно b1, b2, b3, b4, b5 тонн груза. Расстояние между пунктами поставки и пунктами потребления приведено в таблице:
	Пункты поставки
	Пункты потребления

	
	В1
	В2
	В3
	В4
	В5

	А1
	D11
	D12
	D13
	D14
	D15

	А2
	D21
	D22
	D23
	D24
	D25

	А3
	D31
	D32
	D33
	D34
	D35


Найти такой план закрепления потребителей за поставщиками однородного груза, чтобы общие затраты по перевозкам были минимальными.
	а1=350, а2=200, а3=300,
b1=170, b2=140, b3=200, b4=195, b5=145.
	[image: http://www.studfiles.ru/html/2706/379/html_v3Nq5bgQOQ.wl9I/img-9UthWo.png]



3 Вариант.
Задача 1. Составить математическую модель следующей задачи. Предположим, что для производства продукции вида А и В можно использовать материал трех сортов. При этом на изготовление единицы изделия вида А расходуется а1 кг первого сорта, а2 кг второго сорта и а3 кг третьего сорта. На изготовление продукции вида В расходуется b1 кг первого сорта, b2 кг второго сорта, b3 кг третьего сорта. На складе фабрики имеется всего материала первого сорта с1 кг, второго сорта с2 кг, третьего сорта с3 кг. От реализации единицы готовой продукции вида А фабрика имеет прибыль вида α руб., а от реализации единицы готовой продукции вида В фабрика имеет прибыль вида β руб. Определить максимальную прибыль от реализации всей продукции видов А и В.
а1= 9, а2= 15, а3= 15, b1= 27, b2= 15, b3= 3, c1= 606, c2= 802, c3= 840,
α=11, β=6.
Задача 2. Имеются три пункта поставки однородного груза А1, А2, А3 и пять пунктов В1, В2, В3, В4, В5 потребления этого груза. На пунктах А1, А2 и А3 находится груз соответственно в количестве а1, а2 и а3 тонн. В пункты В1, В2, В3, В4, В5 требуется доставить соответственно b1, b2, b3, b4, b5 тонн груза. Расстояние между пунктами поставки и пунктами потребления приведено в таблице:
	Пункты поставки
	Пункты потребления

	
	В1
	В2
	В3
	В4
	В5

	А1
	D11
	D12
	D13
	D14
	D15

	А2
	D21
	D22
	D23
	D24
	D25

	А3
	D31
	D32
	D33
	D34
	D35


Найти такой план закрепления потребителей за поставщиками однородного груза, чтобы общие затраты по перевозкам были минимальными.
	а1=200, а2=250, а3=200,
b1=190, b2=100, b3=120, b4=110, b5=130.
	[image: http://www.studfiles.ru/html/2706/379/html_v3Nq5bgQOQ.wl9I/img-3YdmmA.png]


4 Вариант
Задача 1. Составить математическую модель следующей задачи. Предположим, что для производства продукции вида А и В можно использовать материал трех сортов. При этом на изготовление единицы изделия вида А расходуется а1 кг первого сорта, а2 кг второго сорта и а3 кг третьего сорта. На изготовление продукции вида В расходуется b1 кг первого сорта, b2 кг второго сорта, b3 кг третьего сорта. На складе фабрики имеется всего материала первого сорта с1 кг, второго сорта с2 кг, третьего сорта с3 кг. От реализации единицы готовой продукции вида А фабрика имеет прибыль вида α руб., а от реализации единицы готовой продукции вида В фабрика имеет прибыль вида β руб. Определить максимальную прибыль от реализации всей продукции видов А и В.
а1= 13, а2= 13, а3= 11, b1= 23, b2= 11, b3= 1, c1= 608, c2= 614, c3= 575,
α=5, β=7.
Задача 2. Имеются три пункта поставки однородного груза А1, А2, А3 и пять пунктов В1, В2, В3, В4, В5 потребления этого груза. На пунктах А1, А2 и А3 находится груз соответственно в количестве а1, а2 и а3 тонн. В пункты В1, В2, В3, В4, В5 требуется доставить соответственно b1, b2, b3, b4, b5 тонн груза. Расстояние между пунктами поставки и пунктами потребления приведено в таблице:
	Пункты поставки
	Пункты потребления

	
	В1
	В2
	В3
	В4
	В5

	А1
	D11
	D12
	D13
	D14
	D15

	А2
	D21
	D22
	D23
	D24
	D25

	А3
	D31
	D32
	D33
	D34
	D35


Найти такой план закрепления потребителей за поставщиками однородного груза, чтобы общие затраты по перевозкам были минимальными.
	а1=230, а2=250, а3=170,
b1=140, b2=90, b3=160, b4=110, b5=150.
	[image: http://www.studfiles.ru/html/2706/379/html_v3Nq5bgQOQ.wl9I/img-f8lGg_.png]


5 Вариант.
Задача 1. Составить математическую модель следующей задачи. Предположим, что для производства продукции вида А и В можно использовать материал трех сортов. При этом на изготовление единицы изделия вида А расходуется а1 кг первого сорта, а2 кг второго сорта и а3 кг третьего сорта. На изготовление продукции вида В расходуется b1 кг первого сорта, b2 кг второго сорта, b3 кг третьего сорта. На складе фабрики имеется всего материала первого сорта с1 кг, второго сорта с2 кг, третьего сорта с3 кг. От реализации единицы готовой продукции вида А фабрика имеет прибыль вида α руб., а от реализации единицы готовой продукции вида В фабрика имеет прибыль вида β руб. Определить максимальную прибыль от реализации всей продукции видов А и В.
а1= 19, а2= 16, а3= 19, b1= 31, b2= 9, b3= 1, c1= 1121, c2= 706, c3= 1066,
α=16, β=19.
Задача 2. Имеются три пункта поставки однородного груза А1, А2, А3 и пять пунктов В1, В2, В3, В4, В5 потребления этого груза. На пунктах А1, А2 и А3 находится груз соответственно в количестве а1, а2 и а3 тонн. В пункты В1, В2, В3, В4, В5 требуется доставить соответственно b1, b2, b3, b4, b5 тонн груза. Расстояние между пунктами поставки и пунктами потребления приведено в таблице:
	Пункты поставки
	Пункты потребления

	
	В1
	В2
	В3
	В4
	В5

	А1
	D11
	D12
	D13
	D14
	D15

	А2
	D21
	D22
	D23
	D24
	D25

	А3
	D31
	D32
	D33
	D34
	D35


Найти такой план закрепления потребителей за поставщиками однородного груза, чтобы общие затраты по перевозкам были минимальными.
	а1=200, а2=300, а3=250,
b1=210, b2=150, b3=120, b4=135, b5=135.
	[image: http://www.studfiles.ru/html/2706/379/html_v3Nq5bgQOQ.wl9I/img-DyXuau.png]



Контрольные вопросы
1. Что такое модель?
2. Приведите классификацию моделей.
3. Какие вы знаете виды математических моделей?
4. Дайте определение целевой функции.
5. Что такое область допустимых решений?
6. Что называется допустимым решением, оптимальным решением?
7. Какие способы реализации математических моделей вы знаете?











Практическая работа № 2

[bookmark: _Hlk51932912]Тема: Задачи линейного программирования

Цель работы: научиться моделировать ЗЛП и решать их графическим методом.

Образовательные результаты, заявленные в ФГОС:
Студент должен 
уметь: 
          - использовать методы для получения кода с заданной функциональностью и степенью качества.

знать: 
          - графические средства проектирования архитектуры программных продуктов.


Краткие теоретические и учебно-методические материалы 

1.Постановка задачи линейного программирования.
[bookmark: [1]]Линейное программирование – это математическая дисциплина, посвященная теории и методам решения задач об экстремумах линейных функций на множествах, задаваемых системами линейных неравенств и равенств; Линейное программирование является одним из разделов математического программирования.
В задаче линейного программирования (ЗЛП) требуется найти экстремум (максимум или минимум) линейной целевой функции:

		(1.1)
при ограничениях (условиях):

		(1.2)

					(1.3)

где – заданные постоянные величины.
Система ограничений (1.2) называется функциональными ограничениями ЗЛП, а ограничения (1.3) – прямые.

Вектор , удовлетворяющий системе ограничений (1.2), (1.3) называется допустимым решением или планом ЗЛП, то есть ограничения (1.2), (1.3) определяют область допустимых решений (ОДР), или планов ЗЛП (область определения ЗЛП).
План (допустимое решение), который доставляет экстремум целевой функции (1.1), называется оптимальным планом (оптимальным решением) ЗЛП.
Каноническая форма записи ЗЛП (КЗЛП). Найти

				(1.4)
при ограничениях 

				(1.5)

			(1.6)
Векторная форма записи КЗЛП. Найти


при ограничениях







где  – вектор-строки, – скалярное произведение векторов ; – вектор-столбцы:


Матричная форма записи КЗЛП:



при условиях 		         



Здесь – матрица размерности , столбцами которой являются вектор-столбцы ; 

– вектор-столбец.
Стандартная (симметричная) форма записи ЗЛП:





При этом запись  понимают как вектор (строка или столбец в зависимости от контекста), у которого все компоненты неотрицательны. 




Приведение ЗЛП к каноническому виду осуществляется введением в левую часть соответствующего ограничения вида (1.5) -ой дополнительной переменной  со знаком «-» в случае ограничения типа  и знаком «+» в случае ограничения типа .


Если на некоторую переменную  не накладывается условие неотрицательности (1.6), то делают замену переменных  В преобразованной задаче все переменные неотрицательные. Переход от задачи на минимум к задаче на максимум достигается изменением знака у целевой функции, так как


2. Графическое решение ЗЛП.



Наиболее наглядна геометрическая интерпретация ЗЛП при , то есть для случая двух переменных  и.
Пусть задана ЗЛП в стандартной форме:

			(2.1)

				(2.2)

				(2.3)


Каждое неравенство системы (2.2) геометрически определяет полуплоскость с граничной прямой . Условия не отрицательности (2.3) соответственно задают первую четверть декартовой системы координат .
Многоугольник решений – это совокупность точек, координаты каждой из которых составляют решение системы неравенств (2.2), (2.3). Им может быть точка, отрезок, луч, замкнутый многоугольник, неограниченная многоугольная область.
Таким образом, геометрически ЗЛП (2.1)–(2.2) представляет собой поиск такой точки многоугольника решений, координаты которой доставляют линейной функции (2.1) наибольшее (наименьшее) значение, причем допустимыми решениями являются все точки многоугольника решений.


Прямая  где постоянная C пробегает все множество действительных чисел называется линией уровня. Линии уровня образуют семейство параллельных прямых с общим вектором нормали .
Опорной прямой называется линия уровня, которая имеет с ОДР хотя бы одну общую точку и по отношению к которой ОДР оказывается полностью в одной из полуплоскостей. Область допустимых решений имеет не более двух опорных прямых.

Вектор нормали  в данном случае совпадает с градиентом целевой функции 


, то есть .
Так как вектор-градиент указывает направление наибольшего возрастания функции, то можно сделать следующий вывод: если линии уровня перемещаются в направлении нормали, то значения целевой функции возрастают; если перемещение происходит в противоположном направлении, то значения целевой функции убывают.

Этапы графического решения ЗЛП
Этап 1.
1. 



Построить многоугольник решений (ОДР), соответствующий ограничениям (2.2), (2.3). При этом каждое из неравенств (2.2) можно тождественными преобразованиями привести к виду . При этом неравенство  определяет полуплоскость, лежащую ниже прямой , а неравенство  – полуплоскость, лежащую выше этой прямой.
Если система ограничений ЗЛП (2.2), (2.3) несовместна, то ОДР является пустым множеством. В этом случае ЗЛП не будет иметь решений.
1. Построить вектор-градиент целевой функции (2.1) 

.
Этап 2. Построить линию уровня


Достаточно построить одну линию уровня, например, проходящую через начало координат 

(прямую ), которая будет перпендикулярна вектору-градиенту.
Мысленно перемещать линию уровня до тех пор, пока она не покинет пределов ОДР, двигаясь следующим образом:
а) в направлении вектора-градиента в случае задачи максимизации;

б) в направлении, противоположном вектору-градиенту, то есть вдоль вектора антиградиента , в случае задачи минимизации.
Предельная точка (или точки) области при соответствующем движении будет являться точкой максимума (минимума) целевой функции (2.1).

Если линия уровня при своем движении не покидает ОДР, то соответствующий максимум (минимум) целевой функции  не существует. Задача (2.1)–(2.2) решения не имеет.

Этап 3. Найти координаты точки экстремума. Для этого достаточно решить систему из двух уравнений прямых-ограничений, дающих в пересечении точку максимума (минимума). Значение , найденное в получаемой точке, является максимальным (минимальным).
Замечание. В зависимости от вида ОДР и целевой функции решение ЗЛП может быть следующим:
1. единственное решение (в вершине ОДР, через которую проходит опорная прямая);
1. бесконечное множество решений (если один из фрагментов границы совпадает с частью опорной прямой). Другими словами линия уровня параллельна одной из сторон выпуклого многоугольника решений, причем эта сторона расположена в направлении смещения линии уровня при стремлении целевой функции к своему оптимуму (рис. 2.1). Тогда оптимальное значение целевой функции достигается в двух угловых точках (вершинах) ОДР и, следовательно, во всех точках отрезка, соединяющего эти вершины;
1. 

не иметь решений. Этот случай возникает либо когда ОДР–пустое множество, либо в силу неограниченности целевой функции, то есть ОДР является незамкнутым выпуклым многоугольником в направлении оптимизации целевой функции (рис. 2.2), и целевая функция будет неограниченной. В этом случае записывают  или .
	линия уровня






0


линия уровня





	0


	Рис. 2.1. Случай бесконечного множества решений ЗЛП
	Рис. 2.2. Случай отсутствия решения ЗЛП



Пример 2.1. Решить графически задачи линейного программирования 

а)

б) 
Решение. 
Задача а).
Этап 1.
1. Построим ОДР. Преобразуем систему ограничений.








Неравенство (2.4) задает полуплоскость, лежащую выше прямой , которая проходит через точки  и , а неравенство (2.5) – полуплоскость, лежащую ниже прямой , проходящей через начало координат  и точку . Неравенства (2.6) определяют первую четверть системы координат.
Найденная (непустая!) область допустимых решений (пересечение найденных полуплоскостей) изображена на рис. 2.3.
	


	Рис. 2.3. Область допустимых решений для задачи а)


1. Строим нормали

.

Этап 2. Построим линию уровня


Рассмотрим две задачи:
1. 

задача на максимум. Перемещаем линию уровня вдоль вектора . При этом линии уровня уходят в бесконечность, так как в этом направлении ОДР – незамкнутый выпуклый многоугольник, следовательно, максимального значения целевая функция не достигает ;
1. 

задача на минимум. Параллельным переносом переместим линию уровня  так, чтобы она пересекалась с ОДР и мысленно переместим ее в направлении, противоположном вектору . Предельной точкой выхода из ОДР будет точка В.



Этап 3. Найдем координаты точки В, которая является точкой пресечения прямых  и . Решим систему уравнений:


Поэтому ее координаты: xB=1/3, yB=2/3.

Итак, 


Ответ. ; 
	


	Рис. 2.4. Область допустимых решений для задачи б)




Задача б). Система ограничений этой задачи отличается добавленным неравенством . Результат построений изображен на рис.2.4. ОДР – это замкнутый многоугольник ABCD, причем предельными точками выхода из ABCD в направлении максимизации будет точка С, минимизации– точка В.


Точка C – это точка пересечения прямых  и , поэтому C(3;0).
Таким образом,



.


Замечание. В случае замкнутой ограниченной области (как в рассмотренном примере) максимум (минимум) достигается в одной из вершин, поэтому можно найти координаты всех вершин и сравнить значения функции в них. В нашей ситуации A(1;0), D(3;6), , , и несложно убедиться в справедливости вывода, сделанного выше.

Пример по выполнению практической работы.
Пример 1.1. Построить математическую модель задачи.
На фабрике производится продукция двух типов. Для производства единицы продукции первого типа требуются 2 часа работы станка A, 1 час работы станка B и 1 час на завершающие операции. Для производства единицы продукции второго типа требуются 1 час работы станка A, 1 час работы станка B и 3 часа на завершающие операции. В течение недели станок A может работать не более 70 часов, станок B не более 40 часов, и на завершающие операции выделяется не более 90 часов. Доход от продажи единицы продукции первого типа составляет 4 у.е., от продажи единицы продукции второго типа 6 у.е. Сколько продукции первого и второго типа следует производить за неделю, чтобы доход был максимальным?




Решение. Очевидно, что в качестве переменных x и y следует взять количество (в единицах) продукции первого и второго (соответственно) типа. При этом , , а целевая функция (доход, который должен быть максимальным) имеет вид  и . Теперь обратим внимание на условия, диктующие ограничения на переменные.  Для производства обоих видов продукции станок A должен работать 2x+1y часов, станок В 1x+1y часов и на завершающие операции требуется 1x+3y часов. Учитываем указанные в задаче возможности работы станков и окончательно получаем:





Пример 1.2. Привести к каноническому виду ЗЛП

.
Решение. В ограничения, записанные в форме неравенств, вводятся новые неотрицательные переменные, каждая из которых получает свой номер. При этом в ограничения со знаком  неравенства «» переменная входит с коэффициентом, равным «1», а в ограничения со знаком  неравенства «» с коэффициентом, равным «-1». В целевую функцию новые переменные (дополнительные или балансовые) входят с коэффициентом, равным «0». Таким образом,  исходная задача принимает следующий канонический вид: 

.
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Пример 2.1. Решить графически задачи линейного программирования 

а)

б) 
Решение. 
Задача а).
Этап 1.
1. Построим ОДР. Преобразуем систему ограничений.








Неравенство (2.4) задает полуплоскость, лежащую выше прямой , которая проходит через точки  и , а неравенство (2.5) – полуплоскость, лежащую ниже прямой , проходящей через начало координат  и точку . Неравенства (2.6) определяют первую четверть системы координат.
Найденная (непустая!) область допустимых решений (пересечение найденных полуплоскостей) изображена на рис. 2.3.
	


	Рис. 2.3. Область допустимых решений для задачи а)


1. Строим нормали

.

Этап 2. Построим линию уровня


Рассмотрим две задачи:
1. 

задача на максимум. Перемещаем линию уровня вдоль вектора . При этом линии уровня уходят в бесконечность, так как в этом направлении ОДР – незамкнутый выпуклый многоугольник, следовательно, максимального значения целевая функция не достигает ;
1. 

задача на минимум. Параллельным переносом переместим линию уровня  так, чтобы она пересекалась с ОДР и мысленно переместим ее в направлении, противоположном вектору . Предельной точкой выхода из ОДР будет точка В.



Этап 3. Найдем координаты точки В, которая является точкой пресечения прямых  и . Решим систему уравнений:


Поэтому ее координаты: xB=1/3, yB=2/3.

Итак, 


Ответ. ; 
	


	Рис. 2.4. Область допустимых решений для задачи б)




Задача б). Система ограничений этой задачи отличается добавленным неравенством . Результат построений изображен на рис.2.4. ОДР – это замкнутый многоугольник ABCD, причем предельными точками выхода из ABCD в направлении максимизации будет точка С, минимизации– точка В.


Точка C – это точка пересечения прямых  и , поэтому C(3;0).
Таким образом,



.


Замечание. В случае замкнутой ограниченной области (как в рассмотренном примере) максимум (минимум) достигается в одной из вершин, поэтому можно найти координаты всех вершин и сравнить значения функции в них. В нашей ситуации A(1;0), D(3;6), , , и несложно убедиться в справедливости вывода, сделанного выше.
Пример 2. Найти значения переменных х1, х2, которые доставляют максимум и минимум функции z=3x1+2x2 при ограничениях
x1+x2≤4, 2x1+x2≥2, x1-x2≤2, x1≥0, x2≥0.
Переходим от неравенств к равенствам, выражая из них x2 через x1, и строим на поле X-Y Plot область допустимых решений вместе с одной линией уровня, например, z0=7:
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Каждое неравенство-ограничение означает, что допустимые значения переменных лежат в первой четверти выше или ниже соответствующей прямой (на рис.6.5 эти направления указаны стрелками). Область допустимых решений для данной задачи – пятиугольник АВСDE, ограниченный пересекающимися прямыми и координатными осями Оx1 и Оx2 (рис. 6.5).
Линии уровня функции z=z0 –
Семейство параллельных прямых 3x1+2x2=z0. Из рис. 6.5Рис.6.5. Нахождение ОДР в MathCAD








видно, что целевая функция z достигает наибольшего значения в самой правой вершине пятиугольника АВСDE – в точке D, находящейся на пересечении 1-го и 3-го ограничений. Вычисления в MathCAD координат этой точки и значения целевой функции в ней приведены на рис. 6.6.
[image: ]Из рис.1 также видно, что минимум целевой функции 
достигается в точке А, координаты которой очевидны
из графика: А(1;0), zmin=3.Рис.6.6. Вычисления в MathCAD координат точки максимума и значения целевой функции


	

Задача ЛП решена графически:
	zmin=3, Хmin(1;0); zmах=11, Хmах(3;1).
Можно рекомендовать следующую последовательность графического решения задачи ЛП в MathCAD:
Установить режим автоматических вычислений.
Записать уравнения прямых, ограничивающих ОДР, в виде x2= kx1+b.
Изобразить на графике соответствующие прямые и определить вид ОДР.
Построить для одного или нескольких значений z0 линии уровня целевой функции z=z0.
Если задача имеет решение, найти вершину (или вершины – в случае альтернативного решения), в которой находится искомый экстремум, определить ее координаты и вычислить значение целевой функции в ней.

Задания для практического занятия:
Задание 1. Выписать математическую модель задачи (не решать!!!).

Вариант 1. При составлении суточного рациона кормления скота используют сено (не более 50 кг) и силос (не более 85 кг). Рацион должен содержать не менее 1 кг белка, не менее 100 г кальция и ровно 80 г фосфора. Данные о содержании указанных компонентов в 1 кг каждого продукта и о себестоимости продуктов приведены в таблице. Определить оптимальный рацион кормления при минимальной себестоимости.

	
	Сено
	Силос

	Белки, г/кг
	40
	10

	Кальций, г/кг
	1,25
	2,5

	Фосфор, 



г/кг
	2
	1

	Себест.руб/кг
	1,2
	0,8



	Вариант 2. При производстве изделий А и Б на фабрике применяются сталь, медь и алюминий. Данные о запасах сырья, расходах на одно изделие и прибыли от продажи одного изделия - в таблице. Определить план выпуска продукции, приносящий максимальную прибыль. 

	

	

	

	



	Сырье
	Запас
	А
	Б

	Медь, кг
	570
	10
	70

	Сталь, кг
	420
	20
	50

	Алюминий,кг
	600
	40
	10

	Прибыль, руб.
	
	3
	8



Вариант 3. Для производства «любительской» и «ливерной» колбас закуплены мясо, сало, ливер. Данные о запасах сырья, компонентах, необходимых для производства 10 кг колбасы каждого вида, прибыли от продажи приведены в таблице. Определить план выпуска колбас, приносящий максимальную прибыль.

	Сырье
	Запас
	Любит.
	Лив.

	Мясо, кг
	360
	6
	1

	Сало, кг
	300
	3
	2

	Ливер, кг
	100
	1
	7

	Прибыль, руб. за 10кг
	
	120
	70



Вариант 4. Из двух типов руды извлекают минералы А, В, С. Необходимо произвести не менее 3 тонн минерала А, не более 2 тонн минерала В и ровно 1 тонну минерала С (данные о количестве минералов в руде каждого типа и стоимость руды приведены в таблице). Сколько тонн руды каждого типа надо закупить, чтобы затраты оказались минимальными?

	
	Руда I
	Руда II

	Минерал А
	100 кг
	200 кг

	Минерал В
	120 кг
	50 кг

	Минерал  С
	200 кг
	100 кг

	Цена 1 т
	50 у.е.
	60 у.е.



Вариант 5. В сплав должно входить не менее 4% никеля и не более 80% железа. Для сплава используются три вида руды (данные в таблице). Сколько сырья каждого типа надо добыть, чтобы стоимость 1 кг сплава была минимальной?

	

	Компоненты
	Содержание компонентов (%) в сырье

	
	Руда А
	Руда Б
	Руда В

	Железо
	70
	90
	85

	Никель
	5
	2
	7

	Прочие
	25
	8
	8

	Стоимость 1 кг
	6 у.е.
	4 у.е.
	5 у.е.



Вариант 6. Полосы листового проката длиной 2 м необходимо разрезать на заготовки 3х типов А, Б, В длины, соотв., 57, 82 и 101 см для производства 50 изделий. Для каждого изделия нужны по 4 заготовки типов А, Б и 5 заготовок типа В. Данные о пяти способах раскроя приведены в таблице. Какое кол-во полос надо разрезать каждым способом для изготовления 50 изделий, чтобы отходы от раскроя были минимальными?


	Способ раскроя
	Кол-во заготовок

	
	А
	Б
	В

	1
	3
	-
	-

	2
	2
	1
	-

	3
	1
	-
	1

	4
	-
	2
	0


Вариант 7. Имеются два склада готовой продукции: А1 и А2 с запасами однородного груза 200 и 300 тонн. Этот груз необходимо доставить трем потребителям В1, В2 и В3 в количестве 100, 150 и 250 тонн соответственно. Стоимость перевозки 1 тонны груза из склада А1 потребителям В1, В2 и В3 равна 5, 3 ,6 д.е., а из склада А2 тем же потребителям – 3, 4, 2 д.е. соответственно. Составьте план перевозок, минимизирующий суммарные транспортные расход.
Вариант 8. Цех выпускает трансформаторы двух видов. Для изготовления трансформаторов обоих видов используются железо и проволока. Общий запас железа – 3 тонны, проволоки – 18 тонн. На один трансформатор первого вида расходуются 5 кг железа и 3 кг проволоки, а на один трансформатор второго вида расходуются 3 кг железа и 2 кг проволоки. За каждый реализованный трансформатор первого вида завод получает прибыль 3 д.е., второго – 4 д.е. Составьте план выпуска трансформаторов, обеспечивающий заводу максимальную прибыль.
Вариант 9. Из пункта А в пункт В ежедневно отправляются пассажирские и скорые поезда. Данные об организации перевозок представлены в таблице. Сколько должно быть сформировано скорых и пассажирских поездов, чтобы перевезти наибольшее количество пассажиров?
	Поезда
	Кол-во вагонов в поезде

	
	багажный
	почтовый
	плацкарт
	купе
	СВ

	скорый
	1
	1
	5
	6
	3

	пассажирский
	1
	-
	8
	4
	1

	число пассажиров
	-
	-
	58
	40
	32

	Парк вагонов
	12
	8
	81
	70
	26



Вариант 10. Нефтеперерабатывающий завод получает четыре полуфабриката: 400 тыс. л алкилата, 250 тыс. л крекинг-бензина, 350 тыс. л бензина прямой перегонки и 100 тыс. л изопентона. В результате смешивания этих четырех компонентов в разных пропорциях образуются три сорта авиационного бензина: бензин А-2:3:5:2, бензин В-3:1:2:1, бензин С-2:2:1:3. Стоимость 1 тыс. л указанных сортов бензина характеризуется числами 120 д.е., 100 д.е., 150 д.е. Составьте план выпуска разных сортов авиационного бензина из условия получения максимальной стоимости всей продукции.
Вариант 11. Звероферма выращивает черно-бурых лисиц и песцов. На звероферме имеется 10 000 клеток. В одной клетке могут быть либо 2 лисицы, либо 1 песец. По плану на ферме должно быть не менее 3000 лис и 6000 песцов. В одни сутки необходимо выдавать каждой лисе корма – 4 ед., а каждому песцу – 5 ед. Ферма ежедневно может иметь не более 200 000 единиц корма. От реализации одной шкурки лисы ферма получает прибыль 10 д.е., а от реализации одной шкурки песца – 5 д.е. Какое количество лисиц и песцов нужно держать не ферме, чтобы получить наибольшую прибыль?
Вариант 12. Четыре овощехранилища каждый день обеспечивают картофелем три магазина. Магазины подали заявки соответственно на 17, 12 и 32 тонны. Овощехранилища имеют соответственно 20, 20 ,15 и 25 тонн. Тарифы (в д.е. за 1 тонну) указаны в таблице: Составьте план перевозок, минимизирующий суммарные транспортные расходы.
	Овощехранилище
	Магазины

	
	1
	2
	3

	1
	2
	7
	4

	2
	3
	2
	1

	3
	5
	6
	2

	4
	3
	4
	7




Вариант 13. Из двух сортов бензина образуются две смеси – А и В. Смесь А содержит Бензина 60% 1-го сорта и 40% 2-го сорта; смесь В – 80% 1-го сорта и 20% 2-го сорта. Цена 1 кг смеси А – 10 д.е., а смеси В – 12 д.е. Составьте план образования смесей, при котором будет получен максимальный доход, если в наличии имеется бензин 50 т 1-госорта и 30 т второго сорта.
Вариант 14. Для сохранения нормальной жизнедеятельности человек должен в сутки потреблять белков не менее 120 условных единиц (усл. ед.), жиров – не менее 70 и витаминов – не менее 10 усл. ед. Содержание их в каждой единице продуктов П1 и П2 равно соответственно (0,2; 0,075; 0) и (0,1; 0,1; 0,1) усл. ед. Стоимость 1 ед. продукта П1 – 2 руб., П2 –3 руб. Постройте математическую модель задачи, позволяющую так организовать питание, чтобы его стоимость была минимальной, а организм получил необходимое количество питательных веществ.
Вариант 15. При откорме каждое животное должно получить не менее 9 ед. белков, 8 ед. углеводов и 11 ед. протеина. Для составления рациона используют два вида корма, представленных в таблице. Стоимость 1 кг корма первого вида – 4 д.е., второго – 6 д.е. Составьте дневной рацион питательности, имеющий минимальную стоимость.
	
	Количество единиц 



питательных веществ на 1 кг

	
	Корм 1
	Корм 2 

	Белки
	3
	1

	углеводы
	1
	2

	протеин
	1
	6


Вариант 16. Хозяйство располагает следующими ресурсами: площадь – 100 ед., труд – 120 ед., тяга – 80 ед. Хозяйство производит четыре вида продукции: П1, П2, П3 и П4. Организация производства характеризуется таблицей. Составьте план выпуска продукции, обеспечивающий хозяйству максимальную прибыль.
	продукция
	Затраты на 1 ед. продукции 
	Доход от единицы продукции

	
	площадь 
	труд
	тяга
	

	П1
	2
	2
	2
	1

	П2
	3
	1
	3
	4

	П3
	4
	2
	1
	3

	П4
	5
	4
	1
	5



Вариант 17. Фабрика имеет в своем распоряжении определенное количество ресурсов: рабочую силу, деньги, сырье, оборудование, производственные площади и т. п. Допустим, например, ресурсы трех видов рабочая сила, сырье и оборудование имеются в количестве соответственно 80(чел/дней), 480(кг), 130(станко/часов). Фабрика может выпускать ковры четырех видов. Информация о количестве единиц каждого ресурса необходимых для производства одного ковра каждого вида и доходах, получаемых предприятием от единицы каждого вида товаров, приведена в таблице. Требуется найти такой план выпуска продукции, при котором общая стоимость продукции будет максимальная.

	Ресурсы
	Нормы расхода ресурсов на единицу изделия
	Наличие ресурсов

	
	Ковер А
	Ковер В
	Ковер С
	Ковер D
	

	Труд
	7
	2
	2
	6
	80

	Сырье
	5
	8
	4
	3
	480

	Оборудование
	2
	4
	1
	8
	130

	Цена (тыс.руб.)
	3
	4
	3
	1
	



Вариант 18. В планируемом периоде необходимо обеспечить производство 300 тыс. однородных новых изделий, которые могут выпускаться на четырех филиалах предприятия. Для освоения этого нового вида изделий выделены капитальные вложения в размере 18 млн. руб.. Разработанные для каждого филиала предприятия проекты освоения нового вида изделия характеризуются величинами удельных капитальных вложений и себестоимостью единицы продукции в соответствии с таблицей. 
Необходимо найти такой вариант распределения объемов производства продукции и капитальных вложений по филиалам, при котором суммарная стоимость изделий будет минимальной.
	Показатель
	Филиал предприятия

	
	1
	2
	3
	4

	Себестоимость производства изделия, руб.
	83
	89
	95
	98

	Удельные капиталовложения, руб.
	120
	80
	90
	40




Вариант 19. Для изготовления четырех видов продукции  используют  три  вида сырья. Запасы сырья, нормы его расхода и прибыль от реализации каждого продукта приведены в таблице.
	Тип
	Нормы расхода сырья на одно изделие
	Запасы

	сырья
	А
	Б
	В
	Г
	сырья

	I
	1
	2
	1
	0
	18

	II
	1
	1
	2
	1
	30

	III
	1
	3
	3
	2
	40

	Цена изделия
	12
	7
	18
	10
	


Найти оптимальный план производства.
Вариант 20. Намечается выпуск двух видов костюмов - мужских и женских. На женский костюм требуется 1 м шерсти, 2 м лавсана и 1 человеко-день трудозатрат. На мужской костюм - 3,5 м шерсти, 0,5 м лавсана и 1 человеко-день трудозатрат. Всего имеется 350 м шерсти, 240 м лавсана и 150 человеко-дней трудозатрат. Требуется определить, сколько костюмов каждого вида необходимо сшить, чтобы обеспечить максимальную прибыль, если прибыль от реализации женского костюма составляет 10 денежных единиц, а от мужского - 20 денежных единиц. При этом следует иметь в виду, что необходимо сшить не менее 60 мужских костюмов.

Задание 2 . Решить графически задачу линейного программирования.
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Задание 3. Составить математическую модель задачи и решить задачу графически;

1.  Для изготовления различных изделий А и В предприятие использует три вида сырья. На производство единицы изделия А требуется затратить сырья первого вида 6 кг, второго – 5 кг, третьего – 3 кг. На производство единицы изделия В соответственно: 3 кг, 10 кг и 12 кг. Производство обеспечено сырьем первого вида в количестве 714 кг, сырьем второго вида в количестве 910 кг и третьего вида 948 кг. Прибыль от реализации единицы готового изделия А составляет 3 руб., изделия В – 9 руб. Составить план производства изделий А и В, максимизирующий прибыль от их реализации. При этом должно быть выпущено не менее 80 штук изделия А. 

2. Для производства двух видов изделий А и В используется три типа технологического оборудования. На изготовление одного изделия А оборудование первого типа используется в течение 5 ч., второго – в течение 3 ч. и третьего – 2 ч. На производство одного изделия В соответственно: 2 ч., 3ч. и 3 ч. В плановом периоде оборудование первого типа может быть использовано в течение 505 ч., второго – 394 ч. и третьего – 348 ч. Прибыль от реализации одного изделия А равна 7 руб., В – 4 руб. Составить план производства, максимизирующий прибыль предприятия. При этом должно быть произведено не менее 70 штук изделия В. 
 
3. Для изготовления изделий А и В предприятие использует три вида сырья. На производство одного изделия А требуется сырья первого вида 15 кг, второго – 11 кг, третьего – 9 кг, а на производство одного изделия В соответственно 4 кг, 5 кг и 10 кг. Сырья первого вида имеется 1095 кг, второго – 865 кг, третьего – 1080 кг. Составить план производства, максимизирующий прибыль, если прибыль от реализации единицы изделия А составляет 3 руб., В – 2 руб. При этом должно быть выпущено не менее 80 штук изделий В.  

4. Для производства изделий А и В используется три вида оборудования. При изготовлении одного изделия А оборудование первого вида занято 7 ч., второго – 6 ч. и третьего – 1 ч. При изготовлении одного изделия В соответственно 3 ч., 3 ч. и 2 ч. В месяц оборудование первого вида может быть занято 1365 ч., второго – 1245 и третьего – 650 ч. Составить план производства, максимизирующий прибыль, если прибыль от реализации одного изделия А рана 6 руб., изделия В – 5 руб. При этом должно быть произведено не менее 140 изделий А. 

5. Для изготовления изделий А и В используется три вида сырья. На изготовление одного изделия А требуется 9 кг сырья первого вида, 6 кг сырья второго вида и 3 кг сырья третьего вида. На изготовление одного изделия В требуется соответственно 4 кг, 7 кг и 8 кг сырья. Производство обеспечено сырьем первого вида в количестве 801 кг, второго – 807 кг, третьего – 703 кг. Прибыль от продажи одного изделия А равна 3 руб., изделия В – 2 руб. Составить план производства, максимизирующий прибыль. При этом должно быть произведено не менее 70 штук изделия А. 

6. Завод выпускает два вида редукторов. На изготовление одного редуктора первого вида расходуется 3 т чугуна и 1 т стали, а на изготовление одного редуктора второго вида 1 т чугуна и 2 т стали. Завод располагает на месяц 160 т чугуна и 120 т стали и имеет обязательное задание – изготовить не менее 60 редукторов обоих видов вместе. Составить месячный план производства редукторов, максимизирующий прибыль завода, если прибыль от продажи одного редуктора первого вида равна 400 руб., а второго – 100 руб. При этом оборудование завода позволяет выпустить за месяц не более 40 штук редукторов первого вида. 

7. Для производства изделий А и В используется три вида станков. На производство одного изделия А требуется 6 ч. работы станка первого вида, 4 ч. работы станка второго вида и 3 ч. работы станка третьего вида. На производство одного изделия В требуется 2 ч. работы станка первого вида, 3 ч. работы станка второго вида и 4 ч. работы станка третьего вида. Месячный ресурс работы всех станков первого вида, имеющихся на заводе, равен 600 ч., всех станков второго вида – 520 ч. и всех станков третьего вида – 600 ч. Прибыль от реализации одного изделия А равна 6 руб., изделия В – 3 руб. Составить план производства на месяц, максимизирующий прибыль предприятия. При этом должно быть произведено не менее 100 штук изделия В. 

8. На ферме разводят нутрий и кроликов. В недельный рацион нутрии входят 17 кг белков, 11 кг углеводов в 5 кг жиров, а для кролика эти нормы соответственно равны 13 кг, 15 кг и 7 кг. Доход от реализации одного кролика 16 руб., а от реализации одной нутрии 26 руб. Найти план разведения животных, максимизирующий доход фермы, если ферма не может расходовать в неделю более 184 кг белков, 152 кг углеводов и 70 кг жиров. При этом кроликов надо выкормить не менее 6 штук. 

9. Для изготовления изделий А и В предприятие использует три вида сырья. На производство одного изделия А требуется 12 кг сырья первого вида, 10 – второго и 3 – третьего, а на производство одного изделия В соответственно 3 кг, 5 кг и 6 кг. Производство обеспечено сырьем первого вида в количестве 684 кг, второго – 690 кг и третьего 558 кг. Одно изделие А дает предприятию 6 руб. прибыли, изделие В – 2 руб. Составить план производства, максимизирующий общую прибыль предприятия. При этом должно быть произведено не менее 60 изделий В. 

10. Мастерская ремонтирует тракторы двух типов: 1 – мощностью 300 л.с. и 2 – мощностью 200 л.с. За неделю мастерская может отремонтировать не более 150 тракторов. За ремонт трактора 1 типа получают 2000 руб, 2 типа – 1000 руб. Составить недельный план ремонта тракторов, при котором мастерская получит не менее 100000 руб и суммарная мощность отремонтированных тракторов будет наибольшей, если надо отремонтировать не менее 50 тракторов 2 типа. При этом тракторов 1 типа можно 

Контрольные вопросы

1. В чем суть графического метода решения ЗЛП?
2. Преимущества и недостатки графического метода.
3. Основные требования к каноническому виду.




Практическая работа № 3

[bookmark: _Hlk51932960]Тема: Решение задач линейного программирования симплекс-методом

Цель работы: научиться решать ЗЛП симплекс методом.   

Образовательные результаты, заявленные в ФГОС:
Студент должен 
уметь: 
          - использовать методы для получения кода с заданной функциональностью и степенью качества;

знать: 
-- встроенные и основные специализированные инструменты анализа качества программных продуктов.


Краткие теоретические и учебно-методические материалы 
1. Симплекс-метод
Симплекс-метод или метод улучшенного плана – один из универсальных методов решения ЗЛП. Это упорядоченный процесс перехода от одного опорного плана к другому, при котором (при решении задач на максимум) соответствующие значения целевой функции возрастают (или, по крайней мере, не убывают).
Пусть ЗЛП имеет канонический вид

, (1)
причем столбец свободных членов удовлетворяет условию B0. В системе ограничений m уравнений и n неизвестных, т.е. матрица A  имеет размер mn,вектор-столбец B - m1, вектор-строка коэффициентов целевой функции C - 1n.  Алгоритм решения задачи (3.1) симплекс-методом будем сопровождать решением конкретного примера, а именно задачи

(2)
1) Получение начального опорного плана. Один из вариантов – преобразование расширенной матрицы системы ограничений к приведенному виду (выделение единичной квадратной подматрицы), выделение базисных и свободных переменных.

.
Здесь x3, x4 – базисные  переменные, x1, x2– свободные переменные.  При преобразованиях необходимо следить за тем, чтобы столбец свободных членов оставался неотрицательным. Начальный опорный план получается, если присвоить свободным переменным значения, равные нулю; при этом базисные переменные принимают значения, равные числам в соответствующей строке столбца свободных членов:  Xоп1=(0;0;3;4).
2) По преобразованной системе ограничений составляют симплекс-таблицу. В верхней строке (заголовки столбцов) располагаются свободные переменные, в крайнем левом столбце – базисные переменные; крайний правый столбец – это столбец свободных членов, а самая нижняя строка является строкой целевой функции (об определении чисел 1, 2, f в этой строке речь пойдет ниже). Остальное содержимое таблицы - столбцы преобразованной матрицы, отвечающие соответствующим столбцам свободных переменных (см. таблицу .1).
	
	 x1
	x2
	B
	
	
	 x1
	 x2
	B

	x3
	1
	1
	3
	
	x3
	1
	1
	3

	x4
	2
	1
	4
	
	x4
	2
	1
	4

	f
	1
	2
	f
	
	f
	-6
	2
	1

	Таблица 1
	
	Таблица 2


Для того чтобы найти значение i (в рассматриваемом примере i=1,2), воспользуемся правилом:  вектор из коэффициентов при базисных переменных в целевой функции скалярно умножить на i-й столбец симплекс-таблицы и вычесть из найденного числа коэффициент целевой функции при соответствующем свободном переменном. Для f скалярно перемножаются вектор коэффициентов при базисных переменных целевой функции и столбец свободных членов:

;

;

.
Итак, таблица 2 представляет собой окончательный вид первой симплекс-таблицы. 
Замечание. Следует обратить внимание на то, что f – это значение целевой функции при найденном начальном опорном решении: f=f(0,0,3,4)=1. Числа же 1, 2 – оценки, которые будут учитываться при проверке этого решения на оптимальность.
3) Если все оценки i неотрицательны, то построенное начальное опорное решение является оптимальным, причем в случае положительности всех оценок решение единственно.
Если среди этих оценок есть отрицательная, но среди чисел в ее столбце нет положительных, то исходная задача не имеет решения в силу неограниченности целевой функции.
Если в каждом столбце с отрицательной оценкой есть хотя бы один положительный элемент, то необходимо осуществить переход к новому опорному плану, который затем снова проверяется на оптимальность.
4) Переход к новому опорному плану проводится по следующей схеме.
- Выбирается ведущий столбец (столбец с отрицательной оценкой). Если отрицательных оценок несколько, то выбирается столбец с отрицательной оценкой, наибольшей по модулю. В рассматриваемом примере ведущим будет первый столбец (1=-6)

- Выбирается ведущая строка. Для этого определяется наименьшее из симплексных отношений (т.е. отношений свободных членов к соответствующим положительным элементам ведущего столбца). В примере оба числа в первом столбце положительны, поэтому: , ведущей будет вторая строка.
- На пересечении ведущих строки и столбца определяется ведущий (разрешающий) элемент (в примере это 2, соответствующая ячейка таблицы 2 заштрихована).
- В заголовках меняются местами переменные, соответствующие ведущим строке и столбцу (в примере меняются местами x1 и x4).
- Ведущий элемент заменяется значением, обратным этому элементу (в примере 1/2).
- Все остальные элементы ведущей строки делятся на ведущий элемент, а все остальные элементы ведущего столбца делятся на ведущий элемент, взятый со знаком «-» (см. таблицу 3.3, в которую внесены описанные выше изменения, а не найденные пока числа заменены греческими буквами).



- Оставшиеся элементы находят с помощью «правила многоугольника»  (здесь Х – вычисляемое значение,  - соответствующий элемент «старой» таблицы, B – ведущий элемент,  A и C – оставшиеся вершины четырехугольника с диагональю ). Для разбираемого примера имеем:




; ; ; .
Итак, получена новая симплекс-таблица (таблица 4), которая определяет новое опорное решение (свободные переменные  x2, x4; их значения будут равны нулю; базисные переменные x1, x3; их значения - соответствующие числа из столбца свободных членов: x1=2, x3=1). Значение функции на этом опорном решении – в правом нижнем углу, т.е. Xоп2=(2;0;1;0), f(2,0,1,0)=13.
	
	 x4
	x2
	B
	
	
	x4
	 x2
	B

	x3
	-1/2
	α
	β
	
	x3
	-1/2
	1/2
	1

	x1
	1/2
	1/2
	2
	
	x1
	1/2
	1/2
	2

	f
	3
	
	
	
	f
	3
	5
	13

	Таблица 3
	
	Таблица 4


5) Построенное новое опорное решение требуется снова проверить на оптимальность и, если необходимо, повторить операцию перехода. В рассматриваемой задаче, однако, все оценки стали положительными, и, следовательно, Xоп2=(2;0;1;0)=Xоптим, fmax=f(2,0,1,0)=13.
Замечание. Бывают ситуации (например, когда система ограничений несовместна), когда начальное опорное решение построить невозможно; в этом случае исходная задача не имеет решения. 
[bookmark: _Toc306870564]2. Метод искусственного базиса
Рассматриваемый метод предусматривает другой алгоритм нахождения начального опорного решения. Для задачи (1), которую называют исходной, строится расширенная задача по следующим правилам:
- в каждое из уравнений системы ограничений, в котором отсутствует базисная переменная, вводят новую неотрицательную переменную (такие переменные называются искусственными);
- в целевую функцию эти же переменные вводятся с одинаковым коэффициентом «-М», причем М – сколь угодно большое положительное число.
В частности, для рассмотренной в качестве примера задачи (2) расширенная задача принимает вид

(3)
Таким образом, сразу получается начальное опорное решение, в которое все искусственные переменные входят как базисные. Далее строится обычная симплекс-таблица, у которой последняя строка (строка оценок), разбивается на две строчки, принцип заполнения которых будет объяснен ниже в примере. После этого проводятся знакомые по симплекс-методу необходимые преобразования (с целью избавиться от всех отрицательных оценок). На завершающем этапе требуется учесть следующее:
- если все искусственные переменные стали свободными и были исключены из таблицы, то значения переменных xi образуют оптимальное решение исходной задачи;
- если в оптимальном решении расширенной задачи хотя бы одна искусственная переменная осталась базисной, то исходная задача не имеет решения в силу несовместности системы ограничений;
- если расширенная задача не имеет решения в силу неограниченности целевой функции, то исходная задача также не имеет решения по той же причине.
Реализацию метода искусственного базиса можно проследить на примере задач (2)-(3). Первая из симплекс-таблиц – таблица 5.
	

	x1
	x2
	x3
	x4
	B

	w1
	3
	2
	1
	1
	7

	w2
	5
	3
	1
	2
	11

	f1
	f
	-5
	1
	-3
	2
	0

	
	M
	-8
	-5
	-2
	-3
	-18

	Таблица 5


Оценки были вычислены следующим образом. 

Первый столбец ;

второй;

третий столбец ;

четвертый ;

столбец свободных членов .
Как легко увидеть, в строчку оценок «f» вошли свободные члены полученных выражений, в строчку оценок «M» - коэффициенты при M. Поскольку М – достаточно большое число, то именно последняя строка определяет знак оценки (в примере все оценки являются отрицательными, поэтому соответствующее таблице 5 решение задачи (3) – опорное, но не оптимальное). 

Дальнейшее решение идет по схеме обычного симплекс-метода. Ведущим столбцом будет первый  (наибольшее по модулю значение отрицательной оценки), ведущей строкой  - вторая, так как , поэтому ведущий элемент  (выделен) равен 5. Проведя преобразования, переходим к новой симплекс-таблице (таблица 6)

	
	w2
	 x2
	x3
	x4
	B

	w1
	-3/5
	1/5
	2/5
	-1/5
	2/5

	x1
	1/5
	3/5
	1/5
	2/5
	11/5

	f1
	f
	1
	4
	-2
	4
	11

	
	M
	8/5
	-1/5
	-2/5
	1/5
	-2/5


Таблица 6
Поскольку искусственная переменная стала свободной, соответствующий столбец можно исключить для упрощения вычислений и получить окончательный вид новой симплекс-таблицы (таблица 7; в последующем «промежуточную» таблицу строить не будем):
	
	x2
	x3
	x4
	B

	w1
	1/5
	2/5
	-1/5
	2/5

	x1
	3/5
	1/5
	2/5
	11/5

	f1
	f
	4
	-2
	4
	11

	
	M
	-1/5
	-2/5
	1/5
	-2/5


Таблица 7

В таблице 7 отрицательные оценки находятся в столбцах с переменными x2 и x3; наибольшим по модулю является число -2/5, поэтому столбец с этой оценкой, т.е. столбец для x3, становится ведущим. Ведущей строкой будет первая, поскольку.  Осуществляем переход к новой симплекс-таблице, причем столбец, в который переходит переменная w1, сразу удаляем (проверьте вычисления!) и получаем таблицу 8
	
	x2
	x4
	B

	x3
	1/2
	-1/2
	1

	x1
	1/2
	1/2
	2

	f1
	f
	5
	3
	13

	
	M
	0
	0
	0


Таблица 8
Здесь можно было бы удалить и последнюю строку, так как в ней все значения равны нулю. Все значения оценок положительны, искусственные переменные исключены, поэтому мы получили (единственное!) оптимальное решение задачи (3.2):  Xоптим=(2;0;1;0), fmax=f(2,0,1,0)=13.
Замечание. Окончательная таблица в данном случае совпала с таблицей 4 – последней таблицей для решения задачи (2) обычным симплекс-методом.
Задания для практического занятия:
Задание 1. составить математическую модель;  
Задание 2.  решить прямую задачу симплекс-методом;
Задание 3. показать соответствие опорных решений и вершин допустимой области.
	№
	аi1
	аi2
	аi3
	bi.
	сj
	№
	аi1
	аi2
	аi3
	bi.
	сj

	1
	1,2,1
	2,-1,2
	3,1,-2
	5,8,1
	1,1,-1
	21
	2,1,1
	-1,2,-1
	2,1,0
	9,7,1
	2,2,-1

	2
	2,1,0
	0,3,-1
	3,0,2
	2,1,3
	5,6,8
	22
	1,1,2
	2,0,-1
	-1,1,1
	8,6,5
	1,1,-2

	3
	2,-1, 0
	0,3,-1
	3,0,1
	3,2,1
	3,2,5
	23
	1,2,1
	-1,3,1
	1,2,0
	6,9,4
	2,-1,1

	4
	2,0,1
	-1,1,0
	1,2,1
	4,6,6
	3,2,-1
	24
	1,1,1
	1,0,2
	1,2,1
	1,2,2
	3,3,2

	5
	1,0,1
	-1,1,0
	2,3,2
	3,5,3
	1,1,1
	25
	2,1,1
	1,-1,1
	-3,2,1
	4,7,8
	1,2,-1

	6
	5,1,0
	3,2,1
	0,4,1
	8,4,1
	1,3,1
	26
	1,2,1
	1,-1,0
	-1,1,4
	3,5,9
	1,-1,1

	7
	1,0,1
	2,1,0
	0,1,1
	3,1,1
	1,2,1
	27
	0,1,2
	2,-1,3
	1,3,1
	6,4,10
	1,2,-5

	8
	2,1,1
	1,2,1
	1,1,1
	2,3,5
	3,2, 1
	28
	1,2,-1
	1,-1,1
	-1,0,1
	4,2,8
	2,3, 6

	9
	1,0,1
	0,2,-1
	1,0,3
	1,2,3
	3,2,5
	29
	2,-1,1
	1,0,2
	3,2,-1
	5,7,4
	1,1,-1

	10
	3,1,0
	0,-2,3
	1,0,1
	3,6,1
	9,5,3
	30
	0,2,3
	1,-1,1
	1,2,0
	7,5,3
	3,-1,2

	11
	3,1,1
	4,3,1
	1,2,
-1
	5,4,1
	2,1,3
	31
	2,1,0
	3,2,1
	-1,1,2
	6,7,9
	4,-1,2

	12
	1,-1,2
	1,0,2
	2,1,1
	2,6,3
	2,-1,2
	32
	1,0,2
	-2,1,3
	2,1,1
	2,4,3
	2,-1,1

	13
	1,2,-1
	2,1,0
	1,0,2
	3,2,4
	2,1,1
	33
	2,1,1
	1,1,1
	1,-2,1
	8,3,5
	1,1,-1

	14
	3,-1,-4
	-1,2,3
	1,0,4
	7,6,10
	-1,3,-1
	34
	2,0,1
	1,1,0
	1,2,1
	4,6,6
	3,2,8

	15
	1,2,0
	2,-1,1
	1,1,2
	5,1,3
	2,-1,7
	35
	1,0,2
	1,1,0
	1,2,-1
	2,2,4
	1,1,2

	16
	1,2,1
	2,-1,2
	3,1,
-2
	5,8,1
	1,1,-1
	36
	2,1,1
	-1,2,-1
	2,1,0
	9,7,1
	2,2,-1

	17
	2,1,0
	0,3,-1
	3,0,2
	2,1,3
	5,6,8
	37
	1,1,2
	2,0,-1
	-1,1,1
	8,6,5
	1,1,-2

	18
	2,-1, 0
	0,3,-1
	3,0,1
	3,2,1
	3,2,5
	38
	1,2,1
	-1,3,1
	1,2,0
	6,9,4
	2,-1,1

	19
	2,0,1
	-1,1,0
	1,2,1
	4,6,6
	3,2,-1
	39
	1,1,1
	1,0,2
	1,2,1
	1,2,2
	3,3,2

	20
	1,0,1
	-1,1,0
	2,3,2
	3,5,3
	1,1,1
	40
	2,1,1
	1,-1,1
	-3,2,1
	4,7,8
	1,2,-1



Контрольные вопросы

1. Какими двумя свойствами должны обладать задачи, решаемые с помощью симплекс-метода?
2. Что такое симплекс-метод?
3. Какие переменные из приведенной ниже системы являются базисными? [image: ]
















Практическая работа №4
«Решение транспортной задачи в MS EXCEL»
Цель работы: Научиться решать транспортные задачи 

Образовательные результаты, заявленные в ФГОС:
Студент должен 
уметь: 
          - выполнять ручное и автоматизированное тестирование программного модуля.
знать: 
          - Встроенные и основные специализированные инструменты анализа качества программных продуктов.



Краткие теоретические и учебно-методические материалы 

Пусть некоторый однородный товар (кирпич, пиломатериалы и т.п.) хранится на m пунктах отправления Аi (i=1m) и требуется в n пунктах назначения Вj (j=1n). Известны следующие параметры: аi – запас товара на i-м пункте отправления; bj – потребность в товаре в j-м пункте назначения; сij – стоимость перевозки единицы товара из i-го пункта отправления склада в j-й пункт назначения. Предполагается, что стоимость перевозки произвольного количества товара пропорциональна этому количеству. Требуется составить план перевозок товара так, чтобы удовлетворить потребности при имеющихся запасах, обеспечив при этом наименьшую суммарную стоимость перевозок.
[image: ] Обозначим через хij количество товара, перевозимого из i-го пункта отправления в j-й пункт назначения. Стоимость перевозки товара из Аi в Вj 
Составит сijхij, а суммарная стоимость перевозок есть                                 
Следовательно
[image: ]
Далее, все запасы из пункта Аi должны быть вывезены, т.е.
[image: ]m

Все потребности пункта Вj должны быть удовлетворены, т.е.
[image: ] xij   bj , j=1n.
Естественно предполагать также, что
хij0, i=1m, j=1n.

Т.о., математическая модель ТЗ состоит в определении неотрицательного плана перевозок Х=(хij), для которого выполняются условия (8.2) и (8.3), а целевая функция (8.1) принимает наименьшее значение. Матрица Х=(хij)m×n на- зывается матрицей перевозок.
Для наглядности условия ТЗ можно представить таблицей 
Условия транспортной задачи
	Bj
Аi
	B1
	B2
	…
	Bп

	А1
	с11
х11
	с12
x12
	…
	с1п x1n

	А2
	c21
x21
	c22
x22
	…
	c2п x2n

	…
	…
	…
	…
	…

	Ат
	cm1 xm1
	cm2 xm2
	…
	cmn xmn


Здесь в 1-й строке показаны потребности пунктов назначения Вj (j=1n), в 1-м столбце – запас товара в пунктах отправления Аi (i=1m). В каждой ячейке (i,j) в верхнем левом углу приведены стоимости перевозки единицы товара сij, а в центре – количество товара, перевозимого из i-го пункта отправления в j-й пункт назначения хij.
Если сумма всех запасов равна сумме всех заявок, т.е.
n
m

[image: ][image: ] аi= bj 

то мы имеем ТЗ закрытого типа.
Определение 1. Всякое неотрицательное решение систем линейных уравнений (8.2), (8.3), определяемое матрицей перевозок Х, называется планом ТЗ.
Определение 2. План Х*, при котором функция (8.1) принимает своё минимальное значение, называется оптимальным планом ТЗ.
Теорема 8.1. Для того, чтобы ТЗ имела допустимые планы, необходимо и достаточно, чтобы выполнялось равенство (8.5).
· Необходимость. Просуммируем равенства (8.2) по всем j от 1 до п, а равенства (8.3) по всем i от 1 до т:
[image: ]
[image: ][image: ][image: ][image: ] xij =  bj,  xij =  аi.
При этом суммируются все переменные хij как по строкам, так и по столбцам как в первом равенстве, так и во втором, поэтому левые части 

[image: ]

равенств равны,				, а тогда [image: ]равны и правые: 
[image: ]

Достаточность. Обозначим 					Пусть
[image: ]	
Так как аi0, bj0, то α>0, а поэтому хij0, i=1m, j=1n.  Следовательно, выполнены ограничения ТЗ. Далее, просуммируем равенства (8.6) по i от 1 до m: [image: ]
то есть выполнены ограничения (8.3) ТЗ. Аналогично, просуммировав равенства (8.6) по j от 1 до п, получим выполнение ограничений (8.2) ТЗ.
[image: ]В случае если сумма запасов не равна сумме потребностей (заявок), имеем задачу открытого типа. Если сумма заявок превышает сумму запасов, вводится фиктивный поставщик Ат+1, «запас» которого равен разности между суммой запасов и суммой заявок:
 
Стоимости всех фиктивных перевозок полагают равными нулю. Таким образом, задача открытого типа легко сводится к задаче закрытого типа.
Поскольку ТЗ транспортная задача является задачей линейного программирования, она может быть решена симплекс-методом. Но в силу специфики задачи (каждая переменная входит лишь в два уравнения системы (8.2), (8.3) и коэффициенты при переменных равны единице) оптимальный план ТЗ может быть получен путем некоторых преобразований транспортной таблицы. Как и в общем случае, оптимальный план ищется среди опорных решений.
Число переменных хij в ТЗ с m пунктами отправления и n пунктами назначения равно mn, а число уравнений в системах (8.2) и (8.3) равно m+n. Т.к. в за- крытой ТЗ выполняется условие (8.5), то число линейно-независимых уравнений равно m+n-1. Следовательно, опорный план ТЗ может иметь не более m+n- 1 отличных от нуля переменных. Это – базисные переменные.
Если в опорном плане число отличных от нуля переменных равно в точности равно m+n-1, то план является невырожденным, а если меньше – то вырожденным.
8.2.Нахождение начального опорного плана. Для определения опорного плана существует несколько методов. Рассмотрим два из них – метод северо- западного угла и метод минимальной стоимости.
В методе северо-западного угла (МСЗУ) будем распределять товар, начиная с левой верхней клетки (1,1) и полагая х11=min(a1,b1) (табл.8.1). Если a1>b1, то х11=b1 и потребитель В1 будет полностью удовлетворён, и значит, надо поло- жить хi1=0, i=2m («столбец 1 закрыт»). Переходим в соседнюю ячейку. Соседней здесь считается открытая ячейка снизу или справа от данной – в данном случае это ячейка (1,2). Она заполняется с учётом того, что запас пункта А1 сократился на величину b1 и составляет a1-b1.
Если же b1>a1, то запас поставщика А1 полностью исчерпан, и значит, на- до положить х1j=0, j=2n («строка 1 закрыта»). Переходим в соседнюю ячейку – ячейку (2,1), учитывая, что потребность пункта В1 сократилась на величину a1 и составляет b1-a1. Аналогичным образом заполняются ячейки (1,2) или (2,1) и т.д. Последней заполняется ячейка (т,п). Рассмотрим применение этого метода на примере.
Пример 1. Условия ТЗ заданы транспортной таблицей (табл. 8.2). Требуется составить опорный план перевозок методом северо-западного угла.
	Вj
Аi
	30
	25
	35
	20
	20
	Вj
Аi
	30
	25
	35
	20

	50
	3
	2
	4
	1
	0
	50
	3
	2
	4
	1

	10
	2
	3
	1
	5
	0
	10
	2
	3
	1
	5

	20
	3
	2
	4
	4
	0
	20
	3
	2
	4
	4

	50
	5
	3
	2
	6
	0
	50
	5
	3
	2
	6


[image: ] 	Проверим, является ли задача закрытой. Т.к. 

[image: ]					       	


то , ТЗ открытая. Вводим фиктивного потребителя





		
Будем заполнять таблицу поэтапно.
Этап 1. х11=min(а1,b1)=min(50,30)=30. Закрыт 1-й столбец. Переходим в соседнюю ячейку (1,2) (табл. 5).
Этап 2. х12=min(а1-b1,b2)=min(20,25)=20. Закрыта 1-я строка. Переходим в соседнюю ячейку (2,2).
Этап 3. х22=min(10,5)=5. Закрыт 2-й столбец. Переходим в соседнюю ячейку (2,3).
Этап 4. х23=min(5,35)=5. Закрыта 2-я строка. Переходим в соседнюю ячейку (3,3).
Этап 5. х33=min(20,30)=20. Закрыта 3-я строка. Переходим в соседнюю ячейку (4,3).
Этап 6. х43=min(50,10)=10. Закрыт 3-й столбец. Переходим в соседнюю ячейку (4,4).
Этап 7. х44=min(40,20)=20. Закрыт 4-й столбец. Переходим в соседнюю ячейку (4,5).
Этап 8. х45=min(20,20)=20. Закрыты 5-й столбец и 4-я строка. Заполнение таблицы закончено. Отметим, что число заполненных (базисных) клеток равно m+n-1=8 , т.е. действительно построен опорный план перевозок.

	Вj
Аi
	30
	25
	35
	20
	20

	50
	3
30
	2
20
	4
–
	1
–
	0
–

	10
	2
–
	3
5
	1
5
	5
–
	0
–

	20
	3
–
	2
–
	4
20
	4
–
	0
–

	50
	5
–
	3
–
	2
10
	6
20
	0
20



Получен	начальный	опорный	план	с матрицей перевозок
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(фиктивные поставщики и потребители в матрице перевозок не указываются). По этому плану из пункта А1 завезено 30 ед. груза в В1, 20 – в В2, из А2 завезено 5 ед. груза в В2 и 5 – в В3, из А3 все 20 ед. груза завезены в В3, из А4 завезено 10 ед. груза в В3 и 20 – в В4. То есть 20 ед. груза, «завезённые» в фиктивный пункт В5, на самом деле остались в А4. Затраты по плану Хс-з составляют  zс-з=330+220+35+15+420+210+620=370 (ден. ед.).                                         
 Замечание 1. При использовании МСЗУ на каждом этапе, кроме последнего, закрывалась либо строка (т.е. один из поставщиков), либо столбец (т.е. один из потребителей). Может оказаться, что на некотором (не последнем) шаге будут одновременно закрываться и строка, и столбец. Тогда в одну из соседних ячеек (желательно с меньшим тарифом) необходимо поставить нуль в явном виде. Эта ячейка в дальнейшем считается базисной (вырожденная задача). 
Замечание 2. При использовании МСЗУ заполнение таблицы происходит чисто механически слева направо сверху вниз без учёта тарифов перевозок. Поэтому полученный опорный план обычно далёк от оптимального. В рассматриваемом далее методе – минимальной стоимости (ММС) – порядок заполнения таблицы зависит от тарифов. При построении опорного плана этим методом сначала заполняется ячейка таблицы с минимальной стоимостью (если таковых несколько, то можно начинать с любой из них; обычно по порядку – слева направо сверху вниз). При этом либо удовлетворяется заявка соответствующего потребителя, либо исчерпывается запас поставщика. Далее ячейки заполняются в порядке возрастания стоимостей. 
Пример 2. Рассмотрим применение ММС на решении той же ТЗ, что в примере 1 (табл. 8.2 и 8.3), и будем поэтапно заполнять табл. 8.3. 
  Этап 1. Начинаем, например, с ячейки (1,5), в которой мы имеем одну из минимальных стоимостей перевозки (с15=0): х15=min(а1,b5)=min(50,20)=20. Закрыт 5-й столбец. Переходим в соседнюю ячейку (табл.8.5). 
Этап 2. Среди оставшихся ячеек заполняем ячейку (1,4), имеющую одну из минимальных стоимостей (с14=1): минимальных стоимостей (с14=1): х14=min(а1b5,b4)=min(30,20)=20. Закрыт 4-й столбец. Переходим в соседнюю ячейку. 
Этап 3. Среди оставшихся ячеек заполняем ячейку (2,3), имеющую минимальную стоимость (с23=1): х23=min(а2,b3)=min(10,35)=10. Закрыта 2-я строка. Переходим в соседнюю ячейку. 
Этап 4. Среди оставшихся ячеек одну из минимальных стоимостей имеет ячейка (1,2), с12=2. Поэтому х12=min(а1-b4-b5,b2)=min(10,25)=10. Закрыта 1-я строка. Переходим в соседнюю ячейку).
 Этап 5. Среди оставшихся ячеек заполняем ячейку (3,2), имеющую одну из минимальных стоимостей (с32=2): х32=min(20,15)=15. Закрыт 2-й столбец. Переходим в соседнюю ячейку. 
Этап 6. Среди оставшихся ячеек заполняем ячейку (4,3), имеющую минимальную стоимость (с43=2): х43=min(50,25)=25. Закрыт 3-й столбец.  Переходим в соседнюю ячейку.
 Этап 7. Среди оставшихся ячеек заполняем ячейку (3,1), имеющую минимальную стоимость (с31=3): х31=min(5,30)=5. Закрыта 3-я строка. Переходим в соседнюю (последнюю) ячейку (4,1). 
Этап 8. х41=min(25,25)=25. Закрыты  1-й столбец и 4-я строка. Заполнение таблицы закончено. Число заполненных (базисных) клеток равно m+n-1=8 , т.е. действительно 



	Вj
Аi
	30
	25
	35
	20
	20

	50
	3
–
	2
10
	4
–
	1
20
	0
20

	10
	2
–
	3
–
	1
10
	5
–
	0
–

	20
	3
5
	2
15
	4
–
	4
–
	0
–

	50
	5
25
	3
–
	2
25
	6
–
	0
–



Получен начальный опорный план с матрицей перевозок
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в В1 и В3. Те 20 ед. груза, «завезённые» в фиктивный пункт В5, на самом деле остались в А1. Затраты по плану Хм.ст составляют zм.ст=210+120+110+35+215+525+225=270 (ден. ед.), что на 100 ед. меньше, чем в МСЗУ.	●
Для ММС также справедливо замечание 2 (о нулевом базисном элементе), только здесь изменяется понятие соседней ячейки. Ячейкой, соседней с данной, считается любая открытая ячейка в данной строке и в данном столбце.
8.3. Оптимальный план перевозок – метод потенциалов. При решении ТЗ, как и при решении любой задачи ЛП, осуществляется последовательный переход от одного опорного плана (если оно не оптимально) к другому. Для проверки оптимальности полученного плана воспользуемся теорией двойственности. Составим к ТЗ двойственную задачу и запишем их в табл. 8.6.

	Прямая задача
	Двойственная задача

	m	n
z=   cij xij   min
i 1	j 1
	m	n
w=  aiui   bj v j    max
i1	j1

	n
 xij  ai , i  1  m
j 1
	ui не огр. в знаке, i  1  т

	m
 xij  bj , j  1  n
i 1
	v j не огр. в знаке, j  1  n

	xij  0, i  1  m, j  1  n
	ui  v j  cij , i  1  m, j  1  n


Переменные ДЗ называются:
ui – потенциал поставщика Ai, i=1m; vj – потенциал потребителя Bj, j=1n.
Пользуясь свойством 3 ДЗ сформулируем в терминах потенциалов критерий оптимальности плана перевозок.
Теорема 8.2. Пусть Х*=( x ) – план перевозок ТЗ. Для того, чтобы этот план былij

оптимальным, необходимо и достаточно, чтобы существовали потенциалы поставщиков ui, i=1m, и потенциалы потребителей vj, j=1n, удовлетворяющие условиям:
· сумма потенциалов каждого поставщика и каждого потребителя не превосходит соответствующей стоимости перевозки единицы груза, т.е.
ui   v j   cij , i  1  m, j  1  n ;	(8.7)
· если по плану Х* имеет место перевозка от поставщика Ai потребителю Bj,
то сумма их потенциалов равна соответствующей стоимости перевозки едини-ij
i

2

цы груза, то есть если

x >0, то u
· 
v j

 cij .

Т.о., чтобы выполнить проверку оптимальности плана перевозок, необходимо для всех занятых ячеек составить систему уравнений относительно потенциалов: ui+vj=сij.

Т.к. занятых ячеек (а, значит, и уравнений (8.8)) т+п-1, а неизвестных потенциалов т+п. Поэтому одному из неизвестных нужно придать произвольное значение (обычно полагают u1=0), и тогда остальные потенциалы определяются однозначно. Затем для свободных ячеек проверяются условия (8.7), или
ij=ui+vj-сij≤0	(8.7)
(ij называется оценкой соответствующей ячейки). Если все эти неравенства выполняются, то, согласно приведённому выше критерию (теорема 8.2), план перевозок оптимальный. Если хотя бы одно из неравенств (8.7) не выполняется, то план не является оптимальным. В этом случае из свободных ячеек с положительной оценкой выбирается та, для которой эта оценка является наибольшей. Если наибольших оценок несколько, то выбирается та из ячеек, где меньше тариф.
В транспортной таблице для выбранной свободной ячейки проводится замкнутая ломаная прямая, звенья которой лежат только в строках или столбцах и соединяют какие-либо две ячейки, а вершины (кроме начальной) расположены в занятых ячейках. Такая ломаная прямая называется циклом. Для каждой ячейки можно построить только один цикл. Вершинам цикла приписываются чередующиеся знаки, причём свободная ячейка снабжается знаком «+». В ячейках, соответствующих отрицательным вершинам цикла, отыскивается наименьшее значение объёма перевозок, α=min x() , которое перераспределяется по ячейкам цикла, т.е. прибавляется к переменным в ячейках со знаком «+» и вычитается от переменных в ячейках со знаком «-». В ячейках, не вошедших в цикл, переменные остаются неизменными. Ячейка «-», по которой определялась величина α (для неё хij=α), остаётся пустой. Если таковых ячеек несколько, то одна из них (желательно с большим тарифом) остаётся пустой, а в остальных проставляются нули.ij

В результате перераспределения перевозок по циклу получается новый план с меньшими затратами. Примеры некоторых циклов показаны на рис. 8.1.
Рис.8.1. Примеры некоторых циклов
В новом плане вновь определяются потенциалы поставщиков и потребителей, и производится проверка плана на оптимальность. Когда среди оценок не окажется больше отрицательных, полученный план будет оптимальным.
Т.о., алгоритм решения ТЗ методом потенциалов состоит из следующих этапов:
Этап 1. Составление начального плана перевозок.

Этап 2. Вычисление потенциалов поставщиков и потребителей; проверка оптимальности плана перевозок. Если план оптимальный, то задача решена; иначе следует переход к этапу 3.
Этап 3. Построение нового (улучшенного) плана перевозок, для которого транспортные затраты меньше или, по крайней мере, равны затратам для предыдущего плана. Далее следует переход к этапу 2.
Пример 3. Рассмотрим применение метода потенциалов для нахождения оптимального плана ТЗ, опорный план которой найден ММС (таблица 8.5).
· Для определения потенциалов составляем систему уравнений (для занятых ячеек)
u1+v2=2, u1+v4=1, u1+v5=0, u2+v3=1, u3+v1=3, u3+v2=2, u4+v1=5, u4+v3=2.
Полагая u1=0, находим v2=2, v4=1, v5=0, u3=0, v1=3, u4=2, v3=0, u2=1.
Потенциалы проставлены в таблицу (столбец ui и строка vj), которую мы обо- значим «Итерация 0». Потенциалы можно вычислять и непосредственно в таблице, не выписывая систему уравнений. Если известны потенциал и тариф занятой ячейки, то из соотношения ui+vj=сij легко определить неизвестный потенциал (из суммы вычесть известное слагаемое).
Определим оценки свободных ячеек (ij=ui+vj-сij):
11=0+3-3=0, 13=0+0-4=-4, 21=1+3-2=2, 22=1+2-3=0, 24=1+1-5=-3, 25=1+1- 5=-3, 33=0+0-4=-4, 34=0+1-4=-3, 35=0+0-0=0, 42=2+2-3=1, 44=2+1-6=-3,
45=2+0-0=2.
Далее оценки будем также вычислять непосредственно в таблице, помещая их в левом нижнем углу каждой свободной ячейки. Так как среди оценок есть положительные, то план Х0=Хм.ст не является оптимальным. Перейдём к этапу 3 – улучшению плана Х0. Для этого выберем ячейку (4,5) (она имеет одну из наибольших положительных оценок (2) и меньший тариф, чем ячейка (2,1) с той же оценкой). Из этой ячейки проводим цикл (табл.2). В цикл войдут ячейки (4,5) (отмечается знаком «+»), (1,5) (отмечается знаком «-»), (1,2) (отмечается знаком
«+»), (3,2) (отмечается знаком «-»), (3,1) (отмечается знаком «+»), (4,1) (отмечается знаком «-»). Наименьшее значение груза, стоящее в вершинах цикла со знаком «-»,2
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   α=min(20,15,25)=15. Это число прибавляется к переменным в ячейках со знаком
«+» и вычитается от переменных в ячейках со знаком «-». В результате получается новый план с меньшими затратами (таблица 3, итерация 1).
Для нового плана Х1 определяем новые потенциалы и оценки свободных ячеек (итерация 1). Новый план также не оптимален. Перейдём к этапу 3 – улучшению плана Х1. Для этого выберем ячейку (2,1) (она имеет одну из наибольших положительных оценок (2) и меньший тариф, чем ячейка (1,1) с той же оценкой). Из этой ячейки проводим цикл (табл.3). В цикл войдут ячейки (2,1) (отмечается знаком «+»), (4,1) (знак «-»), (4,3) (знак «+»), (2,3) (знак «-»). Наименьшее значение груза, стоящее в двух вершинах цикла со знаком «-», одинаково, α=min(10,10)=10. Из базиса должна уйти только одна переменная; пусть это будет переменная х41=10 (тариф этой ячейки больше). Это число прибавляется к переменным в ячейках со знаком «+» и вычитается от переменных в ячейках со знаком «-». В результате получается новый (вырожденный) план с меньшими затратами (итерация 2).
Для нового плана все оценки неположительные. Следовательно, полученный план
	Вj
Аi
	30
	25
	35
	20
	20
	ui

	
	3
	2
	4
	1
	0
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	4
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	20
	–
	–
	–
	–
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	-2
	-3
	0
	

	50
	5
	3
	2
	6
	0
	

	
	–
	–
	35
	–
	15
	0

	
	-2
	-1
	
	-5
	
	

	vj
	3
	2
	2
	1
	0
	


 Для нового плана все оценки неположительные. Следовательно, полученный план 
является оптимальным (фиктивного потребителя в ответе не указываем). Кроме того, план вырожден (базисная переменная х23=0) и альтернативен (некоторые оценки 11=32=34=0). При данном плане стоимость перевозок
zmin=225+120+210+320+235=230 (ден. ед.).
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Транспортная задача с усложнениями. Часто при решении транспортных задач возникает необходимость введения дополнительных ограничений (условий). Рассмотрим наиболее часто встречающиеся условия, используемые при решении задач транспортного типа.
Запрет перевозок от i-го поставщика к j-му потребителю. Для определения оптимальных планов таких задач предполагают, что тариф перевозки единицы груза из пункта Аi в пункт Вj является столь угодно большой величиной M, и при этом условии известными методами находят решение новой транспортной задачи. При таком предположении исключается возможность при оптимальном плане ТЗ перевозить грузы из Аi в Вj. Такой подход к нахождению решения ТЗ называется запрещением перевозок или блокированием соответствующей клетки таблицы данных задачи.
Фиксированная поставка. В отдельных ТЗ дополнительным условием является обеспечение перевозки по соответствующим маршрутам определенного количества груза. Пусть, например, из пункта Аi в пункт Вj требуется обязательно перевезти αij ед.груза. Тогда в ячейку таблицы данных ТЗ, находящуюся на пересечении строки Аi и столбца Вj, записывают указанное число αij и в дальнейшем эту ячейку считают свободной со сколь угодно большим тарифом перевозок М. Для полученной таким образом новой ТЗ находят оптимальный план, который определяет оптимальный план исходной задачи.
Нижние границы на поставки. Иногда требуется найти решение ТЗ, при котором из пункта Аi в пункт Вj должно быть завезено не менее заданного количества груза αij. Для определения оптимального плана такой задачи считают, что запасы пункта Аi и потребности пункта Вj меньше фактических на αij ед. Далее находят оптимальный план новой ТЗ, на основании которого и определяют решение исходной задачи. После этого к значению переменной хij добавляют αij.
[image: ]Верхние границы на поставки. В некоторых ТЗ требуется найти оптимальный план перевозки при условии, что из пункта отправления Аi в пункт Вj перевозится не более чем αij единиц груза, т.е. xij≤αij. Для сведения условия задачи к разрешимому типу поставщика Аi или потребителя Вj (либо того, либо другого) делят на две части, как бы на два самостоятельных поставщика потребителя). При этом мощности этих условно самостоятельных поставщиков будут  равны:  А′ =α и А′′ =А -α . Затраты на поставку продукции от поставщика А′i к Вj и другим потребителям принимаются равными затратам, заданным в 



[image: ][image: ]матрице C=(сij)mxn. Затраты с′′ij на поставку продукции от поставщика А′′i к Вj принимаются равными с′′ij=М, где М – сколь угодно большое число. Затраты на поставку от А′′i к другим потребителям (помимо Вj) принимаются равными за- данным в матрице              Подобный прием обеспечивает положение, при котором переменная	     в решении задачи непременно будет равна нулю, в то время как переменная      может принимать любое значение от нуля               ≤αij
[image: ] После получения оптимального решения соответствующие переменные поставщиков                (или потребителей В′i и В′′i) складываются.
	Вj
Аi
	50
	80
	30
	60

	65
	3
	5
	4
	1

	85
	4
	5
	6
	2

	70
	5
	1
	3
	3

	Таблица 8.7


 Условия полного ввоза-вывоза. Аналогично решается задача в случае, если может возникнуть требование полного вывоза груза из отдельных пунктов отправления или полного удовлетворения заявок некоторых потребителей. Например, пусть в задаче требуется вывезти груз от поставщика Аi полностью. Это означает, что следует назначить очень высокую стоимость М перевозки от поставщика Аi в фиктивный пункт назначения. В случае требования полного удовлетворения заявок, например, некоторого потребителя Bj, следует назначить очень высокую стоимость М перевозки от фиктивного поставщика Аi потребителю Bj.
Усложнения типа полного ввоза-вывоза возможны лишь для открытых ТЗ.
Пример 4. Найдем решение ТЗ, исходные данные которой приведены в табл.8.7 с учетом того, что из пункта А1 в пункт В1 перевозки не могут быть осуществлены, а из пункта А3 в пункт В1 будет завезено 10 ед. груза

Так как из А1 в В1 перевозки не могут быть осуществлены, то в ячейке (1,1) тариф считаем равными некоторому сколь угодно большому числу М. Полагаем равным этому же числу и тариф для ячейки (3,1). Одновременно в эту клетку помещаем число 10, так как по условию из А3 в В1 нужно завезти 10 единиц груза. В дальнейшем ячейку (3,1) считаем свободной, со сколь угодно большим тарифом М. Находим опорный план методом наименьшей стоимости и проверяем его на оптимальность

[image: ]

При этом общая стоимость перевозок
	Вj Аi
	50
	80
	30
	60

	65
	3
	5
	5
	1

	85
	4
	5
	6
	2

	70
	5
	1
	3
	3

	Таблица 8.8


z*=430+135+440+520+225+510+160=575 ден. ед.
является минимальной.
Пример 5. Найдем решение ТЗ, исходные данные которой приведены в табл.8.8 с учетом того, что из пункта А2 в пункт В4 завезти не менее 5 ед. груза, а из А2 в В1 – не более 30 ед. груза.
Так как из А2 в В4 необходимо завезти не менее 5 ед.



груза, то запасы этих пунктов отправления и назначения считаем меньшими
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на 5 ед. Кроме того, поскольку из А2 в В1 необходимо завезти не более 30 ед. груза, то пункт назначения В1 разобьём на два пункта: потребности В1 теперь считаем равными 30 ед. и рассмотрим дополнительный
[image: ]
пункт В′′1 с потребностями, равными 50-30=20 ед. В столбце В′′1 записываем тарифы, помещённые в ячейках столбца В1, за исключением ячейки (2,1′′). В этой ячейке тариф полагаем равным некоторому сколь угодно большому числу М. Решение задачи методом потенциалов приведено в таблицах итер. 0–2. Как видно из итер. 3, исходная ТЗ имеет оптимальный план 
[image: ]
Мы сложили соответствующие переменные столбцов В1 и В′′1 и добавили 5 ед. груза в  ячейку (2,4) исходя из дополнительных условий задачи. При этом общая стоимость перевозок  
z*=320+145+430+510+630+215+170=555 ден. Ед 
является минимальной.
[image: ]	Пример 6. Пусть требуется найти решение ТЗ, исходные данные которой приведены в табл., причём потребности В2 и В4 должны быть полностью удовлетворены Задача открытая, так как [image: ] Вводим фиктивного поставщика, его мощность а4=12. Так как потребности В2 и В4 должны быть полностью удовлетворены, то следует назначить очень высокую стоимость М перевозки в В2 и В4 отфиктивного поставщика.  



Решение имеет вид:
[image: ]
В оптимальном плане фиктивную строку не записывают:
[image: ]
Стоимость перевозок при этом составила z*=265 ден. ед. Оптимальная стоимость перевозок выше, чем в таком же примере без дополнительных условий, но она минимальна при выполнении дополнительных условий. Недополучат груз потребители В1 и В3 в количествах 4 и 8 ед. соответственно.
Задания для практического занятия:
Задание 1.В №№ 8.1–8.92 решить транспортную задачу, заданную распределительной таблицей, т. е. найти опорный план методами СЗУ и МС, а затем оптимальный план методом потенциалов
	В таблицах жирным шрифтом выделены номера задач, в первом столбце представлены возможности пунктов отправления, в первой строке – потребности пунктов назначения, в остальных ячейках – тарифы перевозок
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	5
	8
	1



		58
	10
	40
	20
	60

	70
	9
	4
	5
	7

	30
	2
	3
	7
	6

	50
	5
	7
	6
	2

	10
	1
	7
	4
	2



		59
	30
	20
	70
	30

	60
	4
	6
	3
	8

	40
	3
	6
	7
	8

	30
	4
	15
	10
	12

	50
	7
	8
	6
	3



		60
	15
	15
	40
	30

	30
	1
	8
	2
	3

	50
	4
	7
	5
	1

	20
	5
	3
	4
	4

	25
	4
	1
	6
	10




	
	
	
	

	
	
	
	

	
	
	
	

		61
	80
	120
	60
	40

	90
	4
	8
	7
	6

	100
	8
	5
	3
	10

	80
	4
	5
	4
	6

	80
	4
	3
	5
	6



		62
	30
	30
	40
	50

	60
	4
	8
	5
	1

	40
	2
	3
	6
	4

	40
	5
	4
	2
	3

	50
	1
	2
	1
	8



		63
	40
	40
	20
	50

	60
	6
	7
	8
	5

	60
	3
	1
	4
	5

	30
	6
	10
	5
	6

	20
	4
	8
	9
	7



		64
	30
	70
	15
	25

	80
	4
	8
	9
	6

	30
	3
	3
	10
	8

	40
	5
	7
	5
	4

	40
	6
	3
	4
	3




		65
	9
	31
	20

	20
	3
	9
	8

	14
	4
	6
	7

	12
	2
	4
	5



		66
	10
	7
	18

	15
	6
	3
	7

	18
	4
	2
	9

	12
	5
	3
	8



		67
	20
	12
	37

	15
	5
	3
	7

	10
	3
	2
	3

	21
	6
	4
	8



		68
	17
	21
	8

	24
	5
	7
	4

	16
	4
	8
	3

	20
	6
	9
	4




		69
	40
	12
	20

	17
	8
	4
	9

	30
	6
	3
	7

	15
	5
	2
	4



		70
	14
	20
	30

	25
	4
	5
	9

	10
	2
	3
	3

	12
	4
	6
	8



		71
	40
	120
	170

	90
	5
	6
	8

	65
	6
	9
	10

	75
	4
	7
	5



		72
	25
	40
	35

	20
	3
	6
	4

	90
	5
	9
	3

	60
	4
	8
	6




		73
	16
	20
	35

	15
	6
	7
	5

	8
	5
	6
	4

	20
	9
	10
	6



		74
	20
	12
	8

	22
	7
	6
	3

	18
	8
	4
	2

	16
	2
	3
	1

	10
	20
	12
	8



		75
	30
	25
	35
	20

	50
	3
	2
	4
	1

	40
	2
	3
	1
	5

	20
	3
	2
	4
	4

	50
	5
	3
	2
	6



		76
	10
	20
	26
	34

	24
	3
	1
	6
	2

	26
	5
	6
	7
	3

	15
	2
	8
	4
	5

	20
	3
	2
	4
	6




		77
	45
	25
	20
	30

	60
	6
	7
	9
	2

	40
	1
	4
	6
	7

	50
	3
	8
	5
	4

	50
	4
	3
	2
	4



		78
	40
	20
	40

	30
	3
	5
	4

	25
	4
	2
	1

	15
	1
	3
	2

	30
	5
	3
	5



		79
	40
	20
	40

	30
	6
	2
	4

	25
	2
	1
	5

	15
	5
	6
	3

	30
	1
	3
	2



		80
	40
	20
	40

	30
	2
	6
	4

	25
	4
	3
	5

	15
	3
	1
	5

	30
	5
	2
	5




		81
	30
	40
	90
	30

	70
	11
	11
	12
	11

	65
	14
	16
	15
	13

	45
	12
	14
	15
	12



		82
	45
	65
	35
	25

	50
	15
	11
	16
	14

	70
	17
	14
	12
	13

	40
	15
	13
	14
	15



		83
	75
	55
	110
	60

	100
	3
	3
	13
	4

	90
	3
	1
	4
	2

	80
	7
	3
	12
	8



		84
	17
	19
	25
	24

	50
	18
	19
	21
	17

	35
	23
	18
	22
	19

	30
	21
	25
	19
	21




		85
	30
	10
	17
	32

	25
	13
	11
	14
	12

	55
	17
	14
	13
	19

	40
	14
	15
	18
	16



		86
	45
	10
	40
	30

	40
	14
	12
	8
	12

	50
	15
	7
	9
	14

	35
	8
	15
	4
	7



		87
	7
	3
	6
	8

	10
	15
	17
	12
	14

	5
	13
	11
	16
	11

	9
	12
	14
	11
	16



		88
	60
	10
	20
	50

	30
	13
	11
	9
	10

	40
	10
	9
	10
	9

	56
	9
	11
	10
	12




		89
	15
	40
	30
	15

	40
	10
	5
	7
	4

	25
	7
	4
	9
	10

	35
	6
	14
	8
	7

	60
	2
	4
	5
	1



		90
	40
	30
	35
	15

	40
	1
	2
	6
	4

	30
	3
	1
	3
	2

	20
	5
	7
	5
	1

	70
	2
	3
	9
	4



		91
	45
	15
	45
	30

	30
	8
	7
	6
	3

	30
	5
	3
	6
	4

	40
	3
	4
	5
	7

	15
	2
	6
	3
	8



		92
	40
	20
	30
	10

	20
	13
	14
	12
	18

	20
	15
	16
	22
	14

	30
	12
	13
	13
	17

	






Контрольные вопросы:
1) какого типа является приведенная ТЗ
[image: ]
2) приведите 2 метода решения задачи определения опорного плана
3) Напишите этапы алгоритма решения ТЗ методом потенциалов











Практическая работа №5
Тема: Задача о распределении средств между предприятиями. Задача о замене оборудования
Цель работы: научиться технологии распределения средств между предприятиями.
Образовательные результаты, заявленные в ФГОС:
Студент должен 
уметь: 
             - организовывать заданную интеграцию модулей в программные средства на базе имеющейся архитектуры и автоматизации бизнес-процессов;
знать: 
         - встроенные и основные специализированные инструменты анализа качества программных продуктов.


Краткие теоретические и учебно-методические материалы 
Сетевая модель представляет собой графическое изображение технологической последовательности и связи событий, которые представляют собой результат одной или нескольких работ.
Событие не может быть выражено во времени - оно представляет собой окончание входящей в него работы.
В сетевой модели событие изображается кружком с указанием в нем номера события.
Работа представляет собой любой процесс, предшествующий свершению события. Работа в сетевой модели изображается стрелкой.
Различают:
· работу действительную, т.е. требующую затрат труда и времени;
· работу-ожидание, требующую только затрат времени;
· работу фиктивную – логическую связь между двумя событиями, указывающую, что данные, полученные при свершении предшествующего события, необходимы для свершения последующего события. При этом затрат времени и ресурсов не происходит. Фиктивная работа изображается прерывистой стрелкой.
Все работы через промежуточные события ведут к завершающему событию, которое означает достижение цели, намеченной в программе.
Любая непрерывная последовательность работ и событий образует пути сетевой модели.
Критический путь - это полный путь (от исходного до завершающего события) максимальной продолжительности.
2.  Правила построения топологии сетевой модели
Схематическое изображение событий и работ, показывающее их взаимосвязи, образует топологическую модель процесса разработки.
Во избежание ошибок и связанных с ними дальнейших неправильных решений при построении сетевой модели необходимо соблюдать следующие правила:
Сетевая модель строится слева направо: от исходного события к завершающему.
Длина стрелки, изображающей работу, не выражает продолжительности выполнения работы (модель строится вне масштаба)
Ожидаемая продолжительность работы проставляется в соответствующих временных оценках (днях, неделях) над стрелкой.
Нецелесообразно изображать на модели работы продолжительностью менее принятой единицы измерения (одного дня, одной недели), т.к. такая детализация затрудняет текущее управление по сети.
Работы кодируются номерами начального (iго) и конечного (jгo) события, причем код jгo события работы не может быть меньше кода iго события работы.
В сетевой модели не должно быть ни одного события, кроме исходного, в которое не входила бы ни одна работа.
В сетевой модели не должно быть ни одного события, кроме завершающего, из которого не выходила бы ни одна работа.
На сетевой модели не должно быть работ с одинаковыми кодами, т.е. с общими начальным и конечным событиями. Если работы Aк   (к = 1, 2 ..., n) начинаются и заканчиваются общими для данныхработ событиями (рис.1), то для того, чтобы все эти работы имелиразличные коды, в сетевую модель необходимо  ввести (n-1) фиктивных работ Bt (t = l ,2..., n-1) (рис. 2)
При построении сетевой модели следует по возможности избегать пересечения стрелок.
[image: Untitled-1.wmf]

3. Определение продолжительности работ
Одним из наиболее важных этапов составления сетевой модели является получение правильных оценок продолжительности работ. Продолжительности работ могут быть определены либо по имеющимся нормативам, либо с использованием экспертных вероятностных оценок.
Формулы для определения ожидаемой продолжительности работ вторым методом в зависимости от количества экспертных оценок представлены в табл.1.
Таблица 1 – Расчетные зависимости для установления ожидаемой продолжительности выполнения работ и ее дисперсии на основе экспертных оценок
	Наименование параметра
	Формула расчета

	Ожидаемая продолжительность выполнения работы
на основе трех экспертных оценок
	


	Ожидаемая продолжительность выполнения работы
на основе двух экспертных оценок
	


	Дисперсия (мера разброса) ожидаемой
продолжительности работы при трех оценках
	


	Дисперсия (мера разброса) ожидаемой
продолжительности работы при двух оценках
	




Условные обозначения к таблице:
tmin – минимальная продолжительность работы, выбранная из условия, что выполнение работы будет протекать при наиболее благоприятных обстоятельствах;
tнв – наиболее вероятная продолжительность работы, выбранная при средних условиях, при которых не возникает никаких неожиданных трудностей;
tmax – максимальная продолжительность работы, выбранная из условия выполнения данной работы при самом неблагоприятном стечении обстоятельств.
1. Расчет параметров сетевой модели
К основным параметрам сетевой модели относятся характеристики событий, работ, резервы времени событий и работ. Эти параметры являются исходными для получения ряда дополнительных характеристик, а также для анализа сети или составления плана разработки.
При небольших размерностях сетевой модели (до 100 событий) рассчитываются графическим методом параметры событий, а при больших - табличным методом параметры работ.
Порядок расчета параметров событий
Расчету подлежат следующие параметры:
Тр – наиболее ранний возможный срок свершения события;
Тп – наиболее поздний допустимый срок свершения события;
R – резерв времени события.
Расчет выполняется непосредственно на модели. В этом случае событие изображается кружком диаметром 15- 20 мм, разделенным на четыре сектора (рис. 3). Буквой N обозначен номер события.
[image: Untitled-2.wmf]
Расчет выполняется по следующим правилам:
Осуществляется проход сетевой модели от исходного события к завершающему и последовательно определяются ранние срокисвершения событий по формуле:
Тpj = max (Tpi + tij) ,
где tij - ожидаемое время выполнения работы ij.
При этом ранний срок свершения исходного события принимается равным нулю: Тро = 0.
Поздний срок свершения завершающего события принимается равным полученному значению его раннего срока свершения:
Tпз = Tрз
Этот срок определяет длину критического пути сетевой модели (Ткр).
Осуществляется проход сетевой модели от завершающего события к исходному и последовательно определяются поздние срокисвершения событий по формуле:
Tпi = min (Тпj - tij)
Необходимо обратить внимание на то, что полученное в результате расчета значение позднего срока свершения исходного события должно быть равно нулю:
Tпo = Tрo = 0
Рассчитываются резервы времени всех событий сетевой модели по формуле:
Ri = Tпi - Tрi
Выделяется на сетевой модели (предпочтительно красным цветом) критический путь, как непрерывная последовательность работ от исходного события до завершающего с нулевыми резервами времени событий
Порядок расчета параметров работ
Основными параметрами работ являются:
tpн – раннее начало работы; 
tpo – раннее окончание работы;
tпн – позднее начало работы;
tпo – позднее окончание работы;
Rп – полный резерв времени работы.	
Расчет параметров выполняется в таблице (форма 1) по следующим правилам:
Все работы в виде их кодов (i, j) заносятся в форму 1, графы 1 и 2 строго в порядке возрастания кодов сверху вниз. Для всех работ в графах 4, 7 записывается их продолжительность (tij).
Раннее начало (tpнij) работ, выходящих из исходного события, приравнивается к нулю (в графе 3 проставляется нуль во всех строках, содержащих в графе 1 номер исходного события)
Раннее окончание работы tpоij определяется по формуле
tpоij = tpнij + tij
Для последующих работ выполняется следующая процедура. Выбираются все работы, входящие в начальное событие данной работы (с номерами конечных событий, совпадающими с номером начального события данной работы). Для этих работ просматриваются значения их раннего окончания (графа 5) и максимальное из этих значений переносится в графу раннего начала данной работы (графа 3). Раннее окончание данной работы рассчитывается по приведенной выше формуле. Расчет ранних начал и окончаний работ выполняется сверху вниз.
Позднее окончание работ, входящих в завершающее событие сетевой модели, приравнивается к максимальному раннему сроку их окончания, т.е. tпоij зав = max {tpоij зав} и переносится из графы 5 в графу 8 для всех строк, содержащих в графе 2 номер завершающего события. Этот срок также определяет длину критического пути (Ткр).
Время позднего начала работы определяется по формуле:
tпнij = tпоij - tij
Позднее окончание всех предыдущих работ определяется по таблице снизу вверх. Для определения позднего окончания данной работы рассматриваются все работы, выходящие из конечного события данной работы (с номерами начальных событий, совпадающими с номером конечного события данной работы). Из графы поздних начал (графа 6) выходящих работ выбирается минимальное время позднего начала, которое переносится в графу позднего окончания (графа 8) данной работы. Позднее начало данной работы определяется по вышеуказанной формуле.
Полный резерв времени работы определяется по формуле
Rпij = tпоij - tpоij
Для каждой работы, написанной в форме 1, из знамения в графе 8 вычитается значение графы 5 и заносится в графу 9. Работы, имеющие Rпij = 0, лежат на критическом пути сетевой модели.
Форма 1
Расчет параметров сетевой модели
	Работа
	tрнij
	tij
	tроij
	tпнij
	tij
	tпоij
	Rпij
	


	i
	j
	
	
	
	
	
	
	
	

	1
	2
	3
	4
	5
	6
	7
	8
	9
	10

	
	
	
	
	
	
	
	
	
	



2. Анализ и оптимизация сетевой модели
На этом этапе выполняется анализ созданной модели и принимаются меры для ее оптимизации. Вопрос о необходимости оптимизации сетевой модели по времени решается в зависимости от знамения вероятности выполнения завершающего события (Рк) в директивный срок.
Для определения знамения вероятности Рк рассчитывают:
дисперсию продолжительности работ, лежащих на критическом пути

   (см. табл. 1)
значение аргумента функции нормального распределения вероятностей

,
где Тд - заданный директивный срок выполнения разработки;
по значению аргумента Z в таблице 2 находится значение вероятности Рк.
Если значение Рк лежит в пределах 0,35 - 0,65, то можно считать, что разработка уложится в директивный срок.
Если значение Рк выходит за пределы указанных границ - сетевая модель требует оптимизации.
При выходе значения Рк за левую границу оптимизация должна быть направлена на сокращение длительности критического пути.
Сократить продолжительность критического пути можно следующим образом:
изменением топологии модели с целью замены последовательного выполнения работ параллельным там, где это допускается характером технологии и организационных условий выполнения работ;
перераспределением ресурсов между работами сетевой модели, состоящим в том, что часть ресурсов (рабочая сила, оборудование, финансовые средства и т.п.) снимается с работ, не принадлежащих критическому пути и имеющих большие резервы времени, и распределяется на работы критического пути, сокращая их продолжительность;
ужесточением оценок продолжительностей работ.
Выход значения Рк за правую границу означает избыток резервов времени выполнения работ и возможность сокращения их продолжительности.














Таблица 2 – Значения функции Рк
	Z
	Рк
	Z
	Рк
	Z
	Рк

	0,0
0,1
0,2
0,3
0,4
0,5
0,6
0,7
0,8
0,9
1,0
1,1
1,2
1,3
1,4
1,5
1,6
1,7
1,8
1,9
2,0
	0,5000
0,5398
0,5793
0,6179
0,6554
0,6915
0,7257
0,7580
0,7881
0,8159
0,8413
0,8643
0,8849
0,9032
0,9192
0,9332
0,9452
0,9554
0,9641
0,9713
0,9772
	2,1
2,2
2,3
2,4
2,5
2,6
2,7
2,8
2,9
3,0
-3,0
-2,9
-2,8
-2,7
-2,6
-2,5
-2,4
-2,3
-2,2
-2,1
-2,0
	0,9821
0,9861
0,9893
0,9918
0,9938
0,9953
0,9965
0,9974
0,9981
0,9987
0,0013
0,0019
0,0026
0,0035
0,0047
0,0062
0,0082
0,0107
0,0139
0,0179
0,0228
	-1,9
-1,8
-1,7
-1,6
-1,5
-1,4
-1,3
-1,2
-1
-1,0
-0,9
-0,8
-0,7
-0,6
-0,5
-0,4
-0,3
-0,2
-0,1
0,0
	0,0287
0,0359
0,0446
0,0548
0,0668
0,0898
0,0968
0,1151
0,1357
0,1587
0,1841
0,2119
0,2420
0,2743
0,3085
0,3446
0,3821
0,4207
0,4602
0,5000



3. Построение календарного графика распределения работ
Календарное распределение работ решает следующие задачи:
определение календарных сроков выполнения работ для контроля их соблюдения;
выявление календарного распределения загрузки персонала во времени и выравнивание ее за счет варьирования сроками выполнения работ, лежащих на ненапряженных путях.
Решение первой задачи осуществляется путем построения календарного графика, возможный вариант которого приводится в форме 2. На графике двойными линиями показаны работы, лежащие на критическом пути. Все остальные пути (ненапряженные) показаны по обе стороны от критического. Над линией работы указывается количество дней или недель, соответствующих ожидаемой продолжительности ее выполнения. Под линией работы в кодированном виде приводится перечень участвующих в ней исполнителей. Код имеет двойственную расшифровку: место в коде определяет профессию исполнителя, значение кода - количество исполнителей данной профессии. Наиболее распространенное построение кода имеет следующий вид: на первом месте слева направо - конструкторы, на втором - технологи, на третьем - исследователи, на четвертом - рабочие. Например, код 1213 расшифровывается так: один конструктор; два технолога; один исследователь; трое рабочих.
Рассмотрим пример построения календарного графика (см. форму 2). Критический путь, вытянутый в прямую линию, занимает 15 недель. Заметим, что на одни и те же события опираются части ненапряженных и критических путей, которые имеют различную продолжительность. Так, на события 3 и 8 опирается участок критического пути 3, 4, 8 и участок ненапряженного пути 3, 5, 8. Суммарная продолжительность работ (3, 5) и (5, 8) меньше продолжительности работ (3, 4) и (4, 8). Поэтому на ненапряженном пути имеется резерв времени. Часть календарного периода, в течение которого выполняется работа, показывается сплошной линией, остальное время, т.е. резерв показывается штриховой линией (см. работу 5, 8).
В соответствии с установленными календарными сроками выполнения работ должна определяться и, если необходимо, выравниваться загрузка всех исполнителей, однако в рамках одной темы (разработки) получить полную загрузку всего персонала невозможно. Поэтому в данной работе загрузка исполнителей не рассчитывается.
Форма 2 – Календарный график распределения работ
Календарь (недели)
[image: Untitled-3.wmf]

Исходные данные для решения задачи включают:
· Перечень работ по разработке проекта со значениями оценок их продолжительности (табл. 3).
· Директивный срок разработки проекта.
· Число исполнителей для выполнения отдельных работ.
Задача решается в следующем порядке:
· На основании заданного в исходных данных перечня работ по разработке  проекта установить логическую последовательность их выполнения и построить в соответствии с правилами сетевую модель.
· На основании заданных оценок продолжительностей работ рассчитать ожидаемые продолжительности и их дисперсии. Расчеты оформлять по форме табл.3.
· Определить расчетные параметры сетевой модели графиче ским и табличным методами.
· Определить вероятность выполнения разработки в заданный директивный срок.
· Проанализировать полученную сетевую модель и принять решение о необходимости ее оптимизации. Наметить пути оптимизации сетевой модели.
· Разработать календарный график распределения работ по срокам и исполнителям


Таблица 3 – Исходные данные к задаче 
	Работа
	Описание работы
	Оценка длительности работ
(недели)
	


	i
	j
	
	tmin
	tmax
	tож
	

	
	
	Установление требуемых параметров, конструктивных особенностей и области применения нового изделия
	0,5
	1,75
	
	

	
	
	Сравнительный анализ аналогов и обоснование целесообразности изготовления изделия 
	1,5
	2,75
	
	

	
	
	Технико - экономическое обоснование нового изделия 
	0,5
	1,75
	
	

	
	
	Выбор методики испытания изделия 
	0,2
	2,2
	
	

	
	
	Оформление, согласование и утверждение технического задания на проектирование 
	0,2
	2,2
	
	

	
	
	Разработка блок - схем и эскизов общего вида изделия, агрегатов, систем 
	2
	7
	
	

	
	
	Разработка общих компоновок агрегатов, систем и изделия в целом 
	3
	8
	
	

	
	
	Изготовление и испытание макета 
	1
	8,5
	
	

	
	
	Разработка принципиальных схем систем изделия (электрических, механических, оптических и т.д.) 
	7
	12
	
	

	
	
	Технические расчеты изделия в целом, агрегатов и узлов 
	10
	15
	
	

	
	
	Разработка чертежей общих видов агрегатов, узлов и деталей 
	11
	16
	
	

	
	
	Технико-экономическое обоснование конструкций узлов 
	1,5
	2,75
	
	

	
	
	Разработка узловых спецификаций 
	0,5
	1,75
	
	

	
	
	Разработка спецификаций сорторазмеров материалов 
	1,5
	2,75
	
	

	
	
	Разработка материальных нормативов 
	2
	4,5
	
	

	
	
	Оформление и утверждение технического проекта 
	0,2
	2,2
	
	

	
	
	Разработка рабочих чертежей деталей 
	4
	9
	
	

	
	
	Разработка монтажных схем 
	2
	7
	
	

	
	
	Разработка сборочных чертежей узлов, агрегатов, систем и изделия в целом 
	3
	8
	
	

	
	
	Оформление и согласование рабочего проекта 
	1,5
	2,75
	
	






Практическая работа №6
Тема: Нахождение кратчайших путей в графе. Решение задачи о максимальном потоке  
Цель работы: Решить простейшие задачи на нахождение кратчайших путей в графе.
Образовательные результаты, заявленные в ФГОС:
Студент должен 
уметь: 
          - использовать методы для получения кода с заданной функциональностью и степенью качества;

знать: 
          - встроенные и основные специализированные инструменты анализа качества программных продуктов.


Краткие теоретические и учебно-методические материалы 
Динамическое программирование – метод оптимизации, приспособленный, к задачам, в которых процесс принятия решения может быть разбит на отдельные этапы (шаги). Такие задачи называются многошаговыми.
Характерные особенности задач динамического программирования:
Неоднозначность решения.
Возможность деления вычислительного процесса на этапы.
Общий критерий – сумма частных критериев на этапах.
Динамическое программирование позволяет осуществлять оптимальное планирование многошаговых процессов, зависящих от времени. Процесс называется управляемым, если можно влиять на ход его развития. Управлением называется совокупность решений, принимаемых на каждом этапе для влияния на ход процесса. Началом этапа (шага) управляемого процесса считается момент принятия решения. Планируя многошаговый процесс, исходят из интересов всего процесса в целом, всегда необходимо иметь в виду конечную цель.
Метод динамического программирования состоит в том, что оптимальное управление строится постепенно. На каждом этапе оптимизируется управление только этого этапа, причем управление выбирается с учётом последствий, т.е. оптимальное управление для данного этапа должно учитывать весь последующий ход процесса, для чего необходимо знать все управления на последующих этапах. Поскольку процесс заканчивается на последнем этапе, оптимальное решение не должно учитывать последующего управления. Таким образом, процесс вычисления протекает в обратном направлении, от конца к началу.


Постановка задачи динамического программирования.






Пусть   - состояния системы на начальном, k-ом и конечном этапе, - управления системой на начальном, k-ом и конечном этапах. Управление переводит систему из состояния  в состояние . Показатель эффективности на k-ом этапе обозначим через .
Так как оптимизацию показателя эффективности начинаем с последнего этапа, то, зная максимум показателя эффективности на п-ом шаге 


найдем максимум показателя эффективности на (п-1)- ом шаге

,

где  называется "сиюминутной" выгодой на (п-1)- ом шаге.
Основное функциональное уравнение динамического программирования (уравнение Беллмана) имеет вид:


Принцип оптимальности Беллмана можно сформулировать следующим образом: каковы бы не были начальное состояние и начальное решение, последующее решение должно быть оптимальным по отношению к состоянию, полученному в результате начального решения. Иными словами, принцип оптимальности утверждает, что если в данный момент выбрано не наилучшее решение, то последствия этого нельзя исправить в будущем.
Задача определения кратчайших расстояний по заданной сети



Пусть дано конечное число точек , соединенных всевозможными отрезками линий, называемых звеньями или связями. Тогда совокупность точек и их связей называют сетью. Сеть называется достаточно связанной, если существует путь, состоящий из звеньев и соединяющий любые две точки сети. Пусть каждому звену поставлено в соответствие действительное неотрицательное число  - его длина. Необходимо определить  кратчайшее расстояние по сети от каждой точки до всех остальных и соответствующие пути, по которым, они проходят. Пронумеруем точки сети в любом порядке и укажем длину каждого звена. Две точки называются соседними, если они непосредственно соединены связью. Положим, .
Для решения задачи используем метод динамического программирования и отыскиваем кратчайшее расстояние не от фиксированной точки
до всех остальных, а от всех остальных до фиксированной через соседние
точки. Связь, через которую проходит кратчайшее расстояние, после каждого шага отмечаем стрелкой. Для удобства точки сети обозначим кружками с номерами точек.
Алгоритм решения:


Фиксируем конечную точку , до которой необходимо рассчитать кратчайшее расстояние от всех остальных, и рядом с этой точкой записываем нуль, т.к. расстояние  от точки до ней самой равно 0.Это число, отличное от нуля, для других точек, назовём характеристикой точки.



Определим соседние точки по формуле  и на связях, соединяющих  эти точки, поставим стрелки, направленные в точку . После этого точку  отметим символом v, обозначающим, что операции над ней закончены.


Переходим к любой соседней точке, для которой характеристика уже найдена. Пусть это будет точка . Определяем соседние с ней точки и подсчитываем характеристики этих точек по формуле .





При определении  для соседних  может оказаться, что для некоторых из них характеристики  уже известны. В этом случае новую характеристику  сравниваем со старой характеристикой .

  	Если , то старую характеристику оставляем без изменений.

  	Если , то старую характеристику заменяем на новую, соответственно происходит или не происходит изменение направления.

	Точку  отмечаем символом v, если соседняя точка, у которой изменилась характеристика, не была ранее отмечена v. Если же точка ранее была отмечена символом v, то пересчитываем характеристики соседних с ней точек.
Переходим к пункту 3.
Процесс продолжаем до тех пор, пока не будут отмечены символом v все точки сети. Ответ выписываем в виде таблицы, где указаны кратчайшее расстояние от всех точек до конечной и пункты, через которые они проходят.
Порядок выполнения заданий

Задача 1. Двум предприятиям А и В на 4 квартала выделено  единиц средств. Каждый квартал предприятие А получает х средств, предприятие В -    у средств. При этом от выделенных средств предприятие А получает 5х единиц и остаток средств 0,3х единиц, а предприятие В - доход 4у единиц и остаток выделенных средств 0,5у единиц. Необходимо распределить средства между предприятиями поквартально таким образом, чтобы за весь год оба предприятия получили максимальный доход. 
Решение. Период времени 1 год разделим на 4 квартала (4 этапа).



Введем обозначения: через  обозначим вклад в развитие предприятий А и В в 1-ом квартале,  - доход за i-ый квартал, - остаток средств на конец i-ого квартала, i – 1,2,3,4.

	№
	Состояние
	Вклад
	Доход
	Остаток

	
	
	А
	В
	
	

	1
	

	

	

	

	


	2
	

	

	

	

	


	3
	

	

	

	

	


	4
	

	

	

	

	




С учетом введенных обозначений составим подробную таблицу по этапам.
	Предприятие
	1 квартал
	2 квартал
	3 квартал
	4 квартал

	
	вклад
	доход
	остаток
	вклад
	доход
	остаток
	вклад
	доход
	остаток
	вклад
	доход

	А
	

	

	

	

	

	

	

	

	

	

	


	В
	

	

	

	

	

	

	

	

	

	

	


	
	S0=x1+y1
	W1=5x1+4y1
	S1=0,3x1+0,5y1
	S1=x2+y2
	W2=5x2+4y2
	S2=0,3x2+0,5y2
	S2=x3+y3
	W3=5x3+4y3
	S3=0,3x3+0,5y3
	S3=x4+y4
	W4=5x4+4y4



Отыскание оптимального управления начнем с 4 квартала.


3 квартал.


Так как максимум дохода за 3-4 кварталы постоянен при любом распределении средств, то пусть .
2 квартал.

1 квартал.



По условию задачи  единиц,  единиц, при этом будем иметь следующие распределение средств по кварталам:

	Квартал
	Распределяемые средства
	Вклады

	
	
	А
	В

	1
	

	

	


	2
	

	

	


	3
	

	

	


	4
	

	

	




Задача 2. Дана сеть, состоящая из 7 точек, и известны расстояния между точками. Необходимо определить кратчайшее расстояние от любой точки до точки 7. 
Решение.
0 V
12 7 V
7
2
1
4
6
5
3
7 V
3 V
5 V
10 V
9 6 V
3
5
3
7
4
2
3
5
2
5

Рассмотрим точку 7. Рядом с кружком ставим 0 характеристику этой точки.
Соседними с точкой 7 являются точки 6,5,4. Подсчитаем характеристики этих точек и укажем направления. Точку 7 отмечаем символом V , т.к. операции на ней закончены.
Рассмотрим точку 4. Соседними с ней будут точки 6,3,1,7, Находим характеристики каждой из них. Характеристики точек 1 и 3 – соответственно 9 и 12. Характеристики точек 6,7 остались без изменения, так как 7+4=11>5, 7+7=14>0. Точку 4 отметим символом V. Рассмотрим точку 6. Соседними являются точки 3,4,7. Для точки 3 новая характеристика 5+2=7>12, поэтому изменяем старую характеристику 12 на 7, и указываем новое направление. Для точек 4,7 старые характеристики остаются без изменений, т.к. 5+4=9>7, 5+5=10>0. Точку 6 отмечаем знаком V. Рассмотрим точку 5. Соседняя с ней точка 1. Новая характеристика 3+3=6<9, поэтому изменяем характеристику и направление. Точку 5 отмечаем символом V. Точка 1, характеристика
которой изменилась, является соседней с точкой 4. Точка 4 отмечена символом V, поэтому пересчитываем характеристику этой точки и проверяем соседние с ней: 7+5=12>7; 7+4=11>5; 7+7=14>0. Характеристики точек 3,6,7 остаются без изменений.
Рассмотрим точку 3. Соседними являются точки 2,4,6. Характеристика 2: 7+3=10, записываем эту характеристику и указываем направление. Характеристики 6,4 остались без изменения. Точку 3 отмечаем символом V.
Рассмотрим точку 2. Соседними являются точки 1 и 3. Характеристики точек не изменяются, т.к. 10+5=15>б, 10+3=13>7. Точку 2 отмечаем символом V.
Рассмотрим точку 1. Соседними являются точки 2,4,5. Характеристики точек не изменились, т.к. 6+5=11>10, 6+2=8>4, 6+3=9>3. Операции над всеми точками закончены. Ответ запишем в виде таблицы. 



	Номера точек, между которыми рассчитывается расстояние
	Кратчайшее расстояние
	Маршрут, по которому   проходит кратчайшее расстояние

	1-7
	6
	1-5-7

	2-7
	10
	2-3-6-7

	3-7
	7
	3-6-7

	4-7
	7
	4-7

	5-7
	3
	5-7

	6-7
	5
	6-7

	7-7
	0
	



Задания для самостоятельной работы
1 вариант.

Задача 1. Планируется работа двух отраслей производства А и В на 4 года. Количество х средств, вложенных в отрасль А, позволяет получить доход 2х и уменьшается до 0,6х. Количество у средств, вложенных в отрасль В, позволяет получить доход 3у и уменьшается до 0,2у. Необходимо распределить выделенные ресурсы в количестве  единиц между отраслями по годам планируемого периода для получения максимальной прибыли за весь период.
Задача 2. По заданной схеме, соединяющей 10 точек, найти кратчайшее расстояние от 1 точки до 10.
5
4
7
9
10
8
6
3
1
2
10
3
7
18
3
11
10
 3
10
3
4
8
9
10
12
4
5
6



2 вариант.

Задача 1. Двум предприятиям А и В на 4 квартала выделено  единиц средств. Каждый квартал предприятие А получает х средств, предприятие В -    у средств. При этом от выделенных средств предприятие А получает 4х единиц и остаток средств 0,3х единиц, а предприятие В - доход 5у единиц и остаток выделенных средств 0,1у единиц. Необходимо распределить средства между предприятиями поквартально таким образом, чтобы за весь год оба предприятия получили максимальный доход. 
Задача 2. По заданной схеме, соединяющей 10 точек, найти кратчайшее расстояние от 1 точки до 10.
5
4
7
9
10
8
6
3
1
2
8
4
9
19
4
8
12
 4
12
4
5
3
11
12
11
5
7
3

3 вариант.

Задача 1. Планируется работа двух отраслей производства А и В на 4 года. Количество х средств, вложенных в отрасль А, позволяет получить доход 5х и уменьшается до 0,1х. Количество у средств, вложенных в отрасль В, позволяет получить доход 3у и уменьшается до 0,5у. Необходимо распределить выделенные ресурсы в количестве  единиц между отраслями по годам планируемого периода для получения максимальной прибыли за весь период.
Задача 2. По заданной схеме, соединяющей 10 точек, найти кратчайшее расстояние от 1 точки до 10.
5
4
7
9
10
8
6
3
1
2
12
5
5
20
3
11
15
 2
10
5
3
4
10
10
12
3
9
4

4 вариант.

Задача 1. Двум предприятиям А и В на 4 квартала выделено  единиц средств. Каждый квартал предприятие А получает х средств, предприятие В -    у средств. При этом от выделенных средств предприятие А получает 4х единиц и остаток средств 0,3х единиц, а предприятие В - доход 3у единиц и остаток выделенных средств 0,6у единиц. Необходимо распределить средства между предприятиями поквартально таким образом, чтобы за весь год оба предприятия получили максимальный доход. 
Задача 2. По заданной схеме, соединяющей 10 точек, найти кратчайшее расстояние от 1 точки до 10.
5
4
7
9
10
8
6
3
1
2
9
3
9
21
6
10
11
 2
10
4
4
7
10
9
6
2
8
5

5 вариант.

Задача 1. Планируется работа двух отраслей производства А и В на 4 года. Количество х средств, вложенных в отрасль А, позволяет получить доход 5х и уменьшается до 0,3х. Количество у средств, вложенных в отрасль В, позволяет получить доход 6у и уменьшается до 0,1у. Необходимо распределить выделенные ресурсы в количестве  единиц между отраслями по годам планируемого периода для получения максимальной прибыли за весь период.
Задача 2. По заданной схеме, соединяющей 10 точек, найти кратчайшее расстояние от 1 точки до 10.
5
4
7
9
10
8
6
3
1
2
7
3
8
19
4
8
13
 4
12
5
5
8
12
5
5
3
6
2

Контрольные вопросы:
1. Что называется динамическим программированием?
2. Какие характерные особенности задач динамического программирования вы знаете?
3. Что называется управлением?
4. В чем состоит метод динамического программирования?
5. Сформулируйте принцип оптимальности Беллмана?
6. Что называется сетью, звеньями?
7. Что такое характеристика точки?
8. Опишите алгоритм решения задачи определения кратчайшего расстояния по заданной сети?


Практическая работа № 7

Тема: Решение задач массового обслуживания методами имитационного моделирования
Цель работы: научиться работать с системами массового обслуживания.
Образовательные результаты, заявленные в ФГОС:
Студент должен 
уметь: 
          - разрабатывать тестовые пакеты и тестовые сценарии, выявлять ошибки в системных компонентах на основе спецификаций

знать: 
          - встроенные и основные специализированные инструменты анализа качества программных продуктов.


Краткие теоретические и учебно-методические материалы 

[bookmark: page4][bookmark: page5][bookmark: page6]1. Марковские цепи с конечным числом состояний и дискретным временем.

Пусть некоторая система S может находиться в одном из состояний конечного (или счетного) множества возможных состояний S1, S2,…, Sn, а переход из одного состояния в другое возможен только в определенные дискретные моменты времени t1, t2, t3, …, называемые шагами.

Если система переходит из одного состояния в другое случайно, то говорят, что имеет место случайный процесс с дискретным временем.
Случайный процесс называется марковским, если вероятность перехода из любого состояния Si в любое состояние Sj не зависит от того, как и когда система S попала в состояние Si (т.е. в системе S отсутствует последствие). В таком случае говорят, что функционирование системы S описывается дискретной цепью Маркова.

Переходы системы S в различные состояния удобно изображать с помощью графа состояний (рис.1).

S2
[image: ]




S1	S3
[image: ][image: ][image: ]





Рис. 1

Вершины графа S1, S2, S3 обозначают возможные состояния системы. Стрелка, направленная из вершины Si в вершину Sj обозначает переход Si → Sj; число, стоящее рядом со стрелкой, обозначает величину вероятности этого перехода. Стрелка, замыкающаяся на i-той вершине графа, обозначает, что система остается в состоянии Si с вероятностью, стоящей у стрелки.

Графу системы, содержащему n вершин, можно поставить в соответствие матрицу n×n, элементами которой являются вероятности переходов pij между вершинами графа. Например, граф на рис.1 описывается матрицей P:
[image: ]


177

называемой матрицей вероятностей переходов. Элементы матрицы pij удовлетворяет условиям:

[image: ]
[bookmark: page7]Условие (1.1) - обычное свойство вероятностей, а условие (1.2) (сумма элементов любой стрелки равна 1) означает, что система S обязательно либо переходит их какого-то состояния Si в другое состояние, либо остается в состоянии Si.
Элементы матрицы pij дают вероятности переходов в системе за один шаг. Переход

Si → Sj за два шага можно рассматривать как происходящий на первом шаге из Si в некоторое промежуточное состояние Sk и на втором шаге из Sk в Si. Таким образом, для элементов матрицы вероятностей переходов из Si в Sj за два шага получим:
[image: ]
В общем случаем перехода Si → Sj за m шагов для элементов матрицы pij(m) вероятностей переходов справедлива формула:
[image: ]
Полагая в (1.4) l = 1 и l = m - 1 получим два эквивалентных выражения для pij(m):
[image: ]


[bookmark: page9]
2. Марковские цепи с конечным числом состояний и непрерывным временем.

Если система S может переходить в другое состояние случайным образом в произвольный момент времени, то говорят о случайном процессе с непрерывным временем. В отсутствии последействия такой процесс называется непрерывной

марковской цепью. При этом вероятности переходов Si → Sj для любых i и j в любой момент времени равны нулю (в силу непрерывности времени). По этой причине вместо вероятности перехода Pij вводится величина λij - плотность вероятности перехода из состояния Si в состояние Sj, определяемая как предел
[image: ]





















Если величины λij не зависят от t, то марковский процесс называется однородным. Если за время t система может изменить свое состояние не более чем один раз, то говорят, что случайный процесс является ординарным. Величину λij называют интенсивностью перехода системы из S i в Sj. На графе состояний системы численные значения λij ставят рядом со стрелками, показывающими переходы в вершины графа (рис. 2).
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	Зная интенсивности переходов
	можно
	найти величины p1(t), p2(t),…,  pn(t)  -
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вероятности нахождения системы S в состояниях S1, S2,…, Sn соответственно. При этом выполняется условие
	n
	

	∑pj(t) =1.
	(2.2)

	j=1
	

	Распределение вероятностей состояний системы, которое можно характеризовать

	вектором p(t) = (p1(t),  p2(t),..., pn(t)),  называется  стационарным,   если
	оно не

	зависит от времени, т.е. все компоненты вектора p являются константами.
	


Состояния Si и Sj называются сообщающимися, если возможны переходы Si ↔ Sj (на рис. 2 сообщающимися являются состояния S1 и S2, а S1, S3 и S2, S3 такими не являются).

Состояние Si называется существенным, если всякое Sj, достижимое из Si, является сообщающимся с Si. Состояние Si называется несущественным, если оно не является существенным (на рис. 2 существенными являются состояния S1 и S2).

Если существуют предельные вероятности состояний системы
[image: ]
не зависящие от начального состояния системы, то говорят, что при t → ∞ в системе устанавливается стационарный режим.







[bookmark: page10]Система, в которой существуют предельные (финальные) вероятности состояний системы, называется эргодической, а протекающий в ней случайный процесс
эргодическим.
Теорема 1. Если Si – несущественное состояние, то
	lim pi (t) = 0,
	(2.4)

	t→∞
	


т.е. при t → ∞ система выходит из любого несущественного состояния (для системы
	на рис. 2
	lim p3 (t) = 0,
	т.к. S3 – несущественное состояние).

	
	t→∞
	


Теорема 2. Чтобы система с конечным числом состояний имела единственное предельное распределение вероятностей состояний, необходимо и достаточно, чтобы все
· существенные состояния сообщались между собой (система на рис.2 удовлетворяет этому условию, т.к. существенные состояния S1 и S2 сообщаются между собой).

Если случайный процесс, происходящий в системе с дискретными состояниями является непрерывной марковской цепью, то для вероятностей p1(t), p2(t),…, pn(t) можно составить систему линейных дифференциальных уравнений, называемых уравнениями Колмогорова. При составлении уравнений удобно пользоваться графом состояний системы. Рассмотрим получение уравнений Колмогорова на конкретном примере.


3. Процессы рождения и гибели.

Так называется широкий класс случайных процессов, происходящих в системе, размеченный граф состояний которой изображен на рис. 3.
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Рис. 3
Здесь величины λ0, λ1,…, λg-1 - интенсивности переходов системы из состояния в состояние слева направо, можно интерпретировать как интенсивности рождения (возникновения заявок) в системе . Аналогично, величины μ0, μ 1,…, μ g-1 - интенсивности переходов системы из состояния в состояние справа налево, можно интерпретировать как интенсивности гибели (выполнения заявок) в системе.

Поскольку все состояния являются сообщающимися и существенными, существует (в силу теоремы 2) предельное (финальное) распределение вероятностей состояний. Получим формулы для финальных вероятностей состояний системы.

В стационарных условиях для каждого состояния поток, втекающий в данное состояние должен равняться потоку, вытекающему из данного состояния. Таким образом, имеем:
для состояния S0:
p0·λ0Δt = p1·μ0Δt; ⇒ λ0 p0 = μ 0 p1;
для состояния S1:
р1·(λ1 + μ0) Δt = p0·λ0Δt + p2·μ1·Δt; ⇒ (λ1 + μ 0) p1 = λ0 p0 + μ1p2.

Последнее уравнение с учётом предыдущего можно привести к виду λ1 p1 = μ1p2. Аналогично можно получить уравнения для остальных состояний системы. В результате получится система уравнений:

[image: ]
Последнее уравнение в (3.1) является очевидным условием (2.2). Решение системы уравнений (3.1) имеет вид:
[image: ]
[bookmark: page11][bookmark: page12]Пункт 4. Основные понятия и классификация систем массового обслуживания.

Простейший поток заявок.

Заявкой (или требованием) называется спрос на удовлетворение какой-либо потребности (далее потребности предполагаются однотипными). Выполнение заявки называется обслуживанием заявки.

Системой массового обслуживания (СМО) называется любая система для выполнения заявок, поступающих в неё в случайные моменты времени.

Поступление заявки в СМО называется событием. Последовательность событий, заключающихся в поступлении заявок в СМО, называется входящим потоком заявок. Последовательность событий, заключающихся в выполнении заявок в СМО, называется

выходящим потоком заявок.
[bookmark: page13]Поток заявок называется простейшим, если он удовлетворяет следующим условиям:1)отсутствие последействия, т.е. заявки поступают независимо друг от друга;

2)стационарность, т .е. вероятность поступления данного числа заявок на любом временнóм отрезке [t1, t2] зависит лишь от величины этого отрезка и не зависит от значения t1, что позволяет говорить о среднем числе заявок за единицу времени, λ, называемом интенсивностью потока заявок;

3)ординарность, т.е. в любой момент времени в СМО поступает лишь одна заявка, а поступление одновременно двух и более заявок пренебрежимо мало.

Для простейшего потока вероятность pi(t) поступления в СМО ровно i заявок за время t вычисляется по формуле
[image: ]
т.е. вероятности распределены по закону Пуассона с параметром λt. По этой причине простейший поток называется также пуассоновским потоком.

Функция распределения F(t) случайного интервала времени T между двумя последовательными заявками по определению равна F(t) = P(T < t). Но P(T<t)=1 - P(T≥t), где P(T ≥ t) – вероятность того, что следующая после последней заявки поступит в СМО по истечении времени t, т.е. за время t в СМО не поступит ни одна заявка. Но вероятность этого события находится из (4.1) при i = 0. Таким образом,
[image: ]
а математическое ожидание, дисперсия и среднее квадратическое отклонение случайной величины T равны соответственно

[image: ]
Пример 4. В справочное бюро обращается в среднем 2 человека за 10 минут. Найти вероятность того, что за 30 минут за справкой обратится:
а) 4 человека, б) не менее 3-х человек.
Решение. Интенсивность потока заявок равна λ = 2/10 мин = 0,2[мин-1]. Для решения используем формулу (4.1), где полагаем t = T = 30 минут; для пункта (а) i = 4, для пункта (б) i = 3, 4, 5,… .
[image: ]
б) при решении этого пункта целесообразно использовать противоположную вероятность:
[image: ]


Пример 5. В приборе имеются два блока, работающих независимо друг от друга. Время безотказной работы определяется показательным законом. Среднее время безотказной работы 1-го блока – t1 = 2 года, 2 -го – t2 = 1 год. Найти вероятность того, что за 1,5 года: а) не откажет ни один из блоков; б) откажет только 2-й блок; в) откажут оба блока.

Решение: В качестве события выступает неисправность какого- то блока. Вероятность p(i) (t) исправности i-го блока в течение времени t определяется формулой



[bookmark: page14](4.2), т.е.
p (1 ) ( t )	= e − λ 1 t ,  p ( 2 ) ( t ) =  e − λ 2 t ,
где λ1 = 1/t1 = 0,5[год-1], λ2 = 1/t2 = 1[год-1].

Вероятности исправности блоков по истечении времени t = T = 1,5 года будут равны соответственно
p(1)  = e− λ1T  = е−05⋅1,5  ≈ 0,472, p ( 2 )  = e − λ2T  = e −1⋅1,5  ≈ 0,223 .

Вероятность того, что за время T i-й блок выйдет из строя, является противоположной вероятностью p(i) (T):

p (1)  = 1 − p

p (2)  = 1 − p

(1)

(2)

(T) ≈ 1 − 0,472 = 0,528,

(T) ≈ 1 − 0,223 = 0,777.


Обозначим через А, В, С события, фигурирующие в пунктах (а), (б), (в) соответственно и учитывая, что блоки работают независимо друг от друга, найдём:

а) p(A) = p (1) ( T ) ⋅ p б) p(B) = p (1) ( T ) ⋅ p в) p(C) = p (1) ( T ) ⋅ p
( 2 )

( 2 )

( 2 )

(T) ≈ 0,472 ⋅ 0,223 ≈ 0,1;

(T) ≈ 0,472 ⋅ 0,777 ≈ 0,367 ;

(T) ≈ 0,528 ⋅ 0,777 ≈ 0,41.


Каналом обслуживания называется устройство в СМО, обслуживающее заявку. СМО, содержащее один канал обслуживания, называется одноканальной, а содержащее более одного канала обслуживания – многоканальной (например, 3 кассы на вокзале).
Если заявка, поступающая в СМО, может получить отказ в обслуживании (в силу занятости всех каналов обслуживания) и в случае отказа вынуждена покинуть СМО, то такая СМО называется СМО с отказами (примером такой СМО может служить АТС).
Если в случае отказа в обслуживании заявки могут вставать в очередь, то такие СМО называются СМО с очередью (или с ожиданием). При этом различают СМО с ограниченной и неограниченной очередью. Примером первых СМО может служить мойка для автомашин с маленькой стоянкой для ожидающих машин, а примером вторых СМО может служить билетная касса или метрополитен.

Возможны также СМО смешанного типа, когда, например, заявка может вставать в очередь, если она не очень велика, и может находиться в очереди ограниченное время и уйти из СМО не обслуженной.
Различают СМО открытого и замкнутого типа. В СМО открытого типа поток заявок не зависит от СМО (билетные кассы, очередь в булочной). В СМО замкнутого типа обслуживается ограниченный круг клиентов, а число заявок может существенно зависеть от состояния СМО (например, бригада слесарей – наладчиков, обслуживающих станки на заводе).

СМО могут также различаться по дисциплине обслуживания: обслуживаются ли заявки в порядке поступления, случайным образом или вне очереди (с приоритетом).

СМО описываются некоторыми параметрами, которые характеризуют эффективность работы системы.
n – число каналов в СМО;
· – интенсивность поступления в СМО заявок;
μ– интенсивность обслуживания заявок;
ρ = λ/μ – коэффициент загрузки СМО;
m – число мест в очереди;



[bookmark: page15]ротк- вероятность отказа в обслуживании поступившей в СМО заявки;
Q ≡ pобс - вероятность обслуживания поступившей в СМО заявки (относительная
	пропускная способность СМО); при этом
	

	Q = pобс = 1 - ротк;
	(4.5)


· – среднее число заявок, обслуживаемых в СМО в единицу времени (абсолютная пропускная способность СМО)

	А = λ·Q;
	(4.6)



Lсмо - среднее число заявок, находящихся в СМО;

n3 - среднее число каналов в СМО, занятых обслуживанием заявок. В то же время это Lобс - среднее число заявок, обслуживаемых СМО за единицу времени. Величина n3
определяется как математическое ожидание случайного числа занятых обслуживанием n каналов:
[image: ]
где рk- вероятность системы находиться в Sk состоянии; K 3 = n3 / n - коэффициент занятости каналов;
tож - среднее время ожидания (обслуживания) заявки в очереди,
v = 1/tож - интенсивность потока ухода заявок из очереди.

Lоч- среднее число заявок в очереди (если очередь есть); определяется как математическое ожидание случайной величины m – числа заявок, состоящих в очереди
[image: ]
называемые формулами Литтла и применимые только для стационарных потоков заявок и обслуживания.
Рассмотрим некоторые конкретные типы СМО. При этом будет предполагаться, что плотность распределения промежутка времени между двумя последовательными событиями в СМО имеет показательное распределение (4.3), а все потоки являются простейшими.


5. Одноканальная СМО с отказами.

Размеченный граф состояний одноканальной СМО представлен на рис.4.

λ
[image: ]
S0	S1

μ

Рис. 4

Здесь λ и μ – интенсивность потока заявок и выполнения заявок соответственно. Состояние системы S0 обозначает, что канал свободен, а S1 - что канал занят обслуживанием заявки.

Система дифференциальных уравнений Колмогорова для такой СМО имеет вид (см. пример 3)
[image: ]
где p0(t) и p1(t) - вероятности нахождения СМО в состояниях S0 и S1 соответственно. Уравнения для финальных вероятностей p0 и p1 получим, приравнивая нулю производные в первых двух уравнениях системы. В результате получим:

[image: ]
Вероятность p0 по своему смыслу есть вероятность обслуживания заявки pобс, т.к. канал является свободным, а вероятность р1 по своему смыслу является вероятностью отказа в обслуживании поступающей в СМО заявки ротк, т.к. канал занят обслуживанием предыдущей заявки. Остальные характеристики СМО найдём, рассмотрев конкретный пример.

Пример 6. Секретарю директора завода поступает в среднем 1,2 телефонных вызовов в минуту. Средняя продолжительность разговора составляет 2 минуты. Найти основные характеристики СМО и оценить эффективность её работы.

Решение: По условию λ = 1,2 (мин)-1, μ = 2(мин)-1, откуда ρ = λ/μ = 0,6. По формулам (5.1) и (5.2) находим робс и ротк:

[image: ]
Таким образом, обслуживается лишь 62,5% звонков, что нельзя считать удовлетворительным. Абсолютная пропускная способность СМО
· = λQ = λpобс = 1,2·0,625(мин)-1 = 0,75(мин)-1,
т.е. в среднем обслуживается 0,75 звонка в минуту.
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Пусть СМО содержит n каналов, интенсивность входящего потока заявок равна λ, а интенсивность обслуживания заявки каждым каналом равна μ. Размеченный граф состояний системы изображён на рис. 5.
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	Состояние S0
	означает, что все каналы свободны, состояние
	S k (k = 1,
	n
	)
	означает,
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что обслуживанием заявок заняты k каналов. Переход из одного состояния в другое соседнее правое происходит скачкообразно под воздействием входящего потока заявок интенсивностью λ независимо от числа работающих каналов (верхние стрелки). Для перехода системы из одного состояния в соседнее левое неважно, какой именно канал освободится. Величина kμ характеризует интенсивность обслуживания заявок при работе в СМО k каналов (нижние стрелки).

Сравнивая графы на рис. 3 и на рис. 5 легко увидеть, что многоканальная СМО с отказами является частным случаем системы рождения и гибели, если в последней принять g = n и
[image: ]
При этом для нахождения финальных вероятностей можно воспользоваться формулами (3.2) и (3.3). С учетом (6.1) получим из них:
[image: ]

Формулы (6.2) и (6.3) называются формулами Эрланга – основателя теории массового обслуживания.
Вероятность отказа в обслуживании заявки ротк равна вероятности того, что все каналы заняты, т.е. система находится в состоянии Sn. Таким образом,
[image: ]
Относительную пропускную способность СМО найдём из (4.5) и (6.4):
[image: ]
Абсолютную пропускную способность найдём из (4.6) и (6.5):
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Среднее число занятых обслуживанием каналов можно найти по формуле (4.7), однако сделаем это проще. Так как каждый занятый канал в единицу времени обслуживает в среднем μ заявок, то n3 можно найти по формуле:
[image: ]


Пример 7. Найти оптимальное число телефонных номеров на предприятии, если заявки на переговоры поступают с интенсивностью 1,2 заявки в минуту, а средняя

продолжительность разговора по телефону составляет  tобс=2 минуты. Найти также вероятность того, что в СМО за 3 минуты поступит: а) точно 2 заявки, б) не более 2-х заявок.

Решение. Имеем: λ = 1,2 мин-1, μ = 1/t = 0,5 мин-1, ρ = λ/μ = 2,4. Оптимальное число каналов n неизвестно. Используя формулы (6.2) – (6.7) найдём характеристики СМО при различных значениях n и заполним таблицу 1.
	
	
	
	
	
	
	
	
	Таблица 1

	
	n
	1
	2
	3
	4
	5
	6
	

	
	
	
	
	
	
	
	
	
	

	
	р0
	0,294
	0,159
	0,116
	0,1
	0,094
	0,092
	

	ротк
	0,706
	0,847
	0,677
	0,406
	0,195
	0,024
	

	робс
	0,294
	0,153
	0,323
	0,594
	0,805
	0,976
	

	
	
	
	0,706
	0,367
	0,775
	1,426
	1,932
	2,342
	

	
	n3
	
	
	
	
	
	
	
	

	
	К3
	0,706
	0,184
	0,258
	0,357
	0,386
	0,391
	

	А [мин-1]
	0,353
	0,184
	0,388
	0,713
	0,966
	1,171
	



Оптимальным числом телефонных номеров можно считать n = 6, когда выполняется 97,6% заявок. При этом за каждую минуту обслуживается в среднем 1,171 заявки. Для решения 2-го и 3-го пунктов задачи воспользуемся формулой (4.1). Имеем:
[image: ]

7. Одноканальная СМО с ограниченной длиной очереди.

· СМО с ограниченной очередью число мест m в очереди ограничено. Следовательно, заявка, поступившая в момент времени, когда все места в очереди заняты, отклоняется и покидает СМО. Граф такой СМО представлен на рис.6.
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Рис.6




[bookmark: page19]Состояния СМО представляются следующим образом:
S0 - канал обслуживания свободен,
S1 – канал обслуживания занят, но очереди нет,
S2 – канал обслуживания занят, в очереди одна заявка,
----------------------------------------------------------------------
Sk+1 – канал обслуживания занят, в очереди k заявок,

----------------------------------------------------------------------
Sm+1 – канал обслуживания занят, все m мест в очереди заняты.

Для получения необходимых формул можно воспользоваться тем обстоятельством, что СМО на рис.6 является частным случаем системы рождения и гибели (рис.3), если в последней принять g = m + 1 и
[image: ]


[bookmark: page20]Среднее время пребывания заявки в СМО и в очереди находится по формулам (4.9) и (4.10) соответственно.

Пример 8. Магазин посещает в среднем 90 человек в час. Имеющийся один кассир обслуживает в среднем одного покупателя в минуту. Очередь в зал обслуживания ограничена 5 покупателями. Оценить эффективность работы СМО.

Решение. Имеем: λ = 90 час-1 = 1,5 мин-1, μ = 1 мин-1, ρ = λ/μ = 1,5, m = 5. По формулам (7.2) и (7.5) находим р0 и ротк:
[image: ]
ротк = ρm+1 · p0 ≈ (1,5)6 · 0,031 ≈ 0,354,

т.е. 35,4% покупателей получают отказ в обслуживании, что недопустимо много. Среднее число людей, стоящих в очереди, находим по формуле (7.8)
[image: ]


Среднее время пребывания в очереди находим по формуле (4.10)
[image: ]



т.е. tоч  не очень большое. Увеличение очереди до m = 10 даёт

p0 ≈ 0,0039, pотк ≈ 0,0336,
т.е. не приводит к заметному уменьшению отказов в обслуживании. Вывод: необходимо посадить ещё одного кассира, либо уменьшить время обслуживания каждого покупателя.

8. Одноканальная СМО с неограниченной очередью.

Примером такой СМО может служить директор предприятия, вынужденный рано или поздно решать вопросы, относящиеся к его компетенции, или , например, очередь в булочной с одним кассиром. Граф такой СМО изображён на рис. 7.


	
	λ
	
	
	λ
	
	λ
	
	λ
	
	λ

	S0
	
	S1
	
	
	S2
	
	
	
	Sk+1
	

	
	
	
	
	
	
	
	
	
	…
	
	
	
	…

	
	μ
	
	
	μ
	
	μ
	
	μ
	
	μ

	
	
	
	
	
	
	
	
	
	
	


[image: ]

Рис. 7

Все характеристики такой СМО можно получить из формул предыдущего раздела, полагая в них m→ ∞. При этом необходимо различать два существенно разных случая: а)
· ≥ 1; б) ρ < 1. В первом случае, как это видно из формул (7.2), (7.3), p0 = 0 и pk = 0 (при всех конечных значениях k). Это означает, что при t → ∞ очередь неограниченно возрастает, т.е. этот случай практического интереса не представляет.
Рассмотрим случай, когда ρ < 1. Формулы (7.2) и (7.3) при этом запишутся в виде
	р0 = 1 - ρ,
	(8.1)

	рk = ρk · (1 – ρ), k = 1, 2,…
	(8.2)


Поскольку в СМО отсутствует ограничение на длину очереди, то любая заявка может быть обслужена, т.е. относительная пропускная способность равна
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Среднее время пребывания заявки в СМО и в очереди определяется формулами(4.9)

· (4.10).
Пример 9. В билетной кассе работает один кассир, обслуживающий в среднем двух покупателей за одну минуту. Каждый час в среднем приходят покупать билеты 90 посетителей. Провести анализ работы СМО.

Решение. Имеем: λ = 90 час-1 =1,5 мин-1, μ = 2 мин-1, ρ = λ/μ = 0,75. По формуле (8.1) найдём p0
p0 = 1 – ρ = 1 – 0,75 = 0,25,
т.е. 25% времени кассир не занимается продажей билетов. Средняя длина очереди равна
	Lоч =
	
	
	ρ 2
	=
	
	(0,75)2
	= 2,25 покупателя,

	
	1
	− ρ
	
	1 − 0,75
	

	
	
	
	
	
	


а среднее число покупателей, находящихся в СМО (т.е. у кассы), равно
[image: ]

Среднее время нахождения покупателя в СМО найдём по формуле (5.9):
[image: ]
что вполне приемлемо.



9. Многоканальная СМО с ограниченной очередью.

Пусть на вход СМО, имеющей n каналов обслуживания, поступает пуассоновский поток заявок с интенсивностью λ. Интенсивность обслуживания заявки каждым каналом равна μ, а максимальное число мест в очереди равно m. Граф такой системы представлен на рис.8.
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Рис.8




[bookmark: page22]S0 - все каналы свободны, очереди нет;
Sl- заняты l каналов (l =1,n), очереди нет;

Sn+i- заняты все n каналов, в очереди находится i заявок (i =1,m).

Сравнение графов на рисунках 3 и 8 показывает, что последняя система является частным случаем системы рождения и гибели, если в ней сделать следующие замены (левые обозначения относятся к системе рождения и гибели):
[image: ]


Выражения для финальных вероятностей легко найти из формул (3.2) и (3.3) с учётом (8.6). В результате получим:
[image: ]
Образование очереди происходит, когда в момент поступления в СМО очередной заявки все n каналов заняты, т.е. когда в системе будет находиться либо n, либо n + 1,…, либо (n + m – 1)заявок. Так как эти события несовместимы, то вероятность образования очереди роч равна сумме соответствующих вероятностей pn, p n+1,…, pn+m-1:
[image: ]
Отказ в обслуживании заявки происходит, когда все m мест в очереди заняты, т.е.
[image: ]
Относительная пропускная способность равна
[image: ]
Среднее число заявок, находящихся в очереди, определяется по формуле (4.8) и может быть записано в виде
[image: ]
Среднее число заявок, обслуживаемых в СМО, может быть записано в виде
[image: ]
Среднее число заявок, находящихся в СМО, равно
Lсмо = Lоч + Lобс.	(9.10)
Среднее время пребывания заявки в СМО и в очереди определяется формулами (4.9)
· (4.10).



[bookmark: page23]При ρ = n в формулах (9.2), (9.4), (9.8) возникает неопределённость типа 0/0. В этом случае, раскрывая неопределённость можно получить:
[image: ]

Пример 10. На склад в среднем прибывает 3 машины в час. Разгрузку осуществляют 3 бригады грузчиков. Среднее время разгрузки машины - 1 час. В очереди

в ожидании разгрузки могут находиться не более 4 -х машин. Дать оценку работы СМО. Решение. Имеем: n = 3, λ = 3 час-1, μ = 1 час-1, ρ = λ/μ = 3, m = 4. Так как ρ = n, то р0 -

вероятность отсутствия машин на складе, находим по формуле (9.11):
[image: ]
т.е. грузчики работают практически без отдыха.
По формуле (9.5) находим вероятность отказа в обслуживании прибывшей на склад машины:
[image: ]
Т.е. вероятность отказа не столь велика. Относительная пропускная способность равна
[image: ]

разгрузки машины. Можно сделать вывод, что разгрузка машин на складе организована эффективно.

















[bookmark: page24]10. Многоканальная СМО с неограниченной очередью.

Граф такой СМО (рис.9) получается из графа на рис.8 при m → ∞
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Формулы для финальных вероятностей можно получить из формул для n-канальной СМО с ограниченной очередью при m → ∞. При этом следует иметь в виду, что при ρ/n≥1 вероятность р0 = р1=…= pn = 0, т.е. очередь неограниченно возрастает. Следовательно, этот случай практического интереса не представляет и ниже рассматривается лишь случай ρ/n < 1. При m → ∞ из (9.2) получим
[image: ]

Формулы для остальных вероятностей имеют тот же вид, что и для СМО с ограниченной очередью:
[image: ]
Из (9.4) получим выражение для вероятности образования очереди заявок:
[image: ]
Поскольку очередь не ограничена, то вероятность отказа в обслуживании заявки ротк равна нулю
	ротк = 0,
	(10.4)

	а относительная пропускная способность Q равна единице:
	

	Q = робс = 1 – ротк = 1.
	(10.5)


Абсолютная пропускная способность А равна
A = λ· Q = λ. 					(10.6) 
Из формулы (9.8) при m → ∞ получим выражение для среднего числа заявок в
очереди:
[image: ]
Среднее время пребывания в СМО и в очереди определяется формулами (4.9) и (4.10).

Пример 11. Интенсивность потока посетителей столовой составляет 150 человек в час. Имеется 3 кассира, каждый из которых обслуживает в среднем 1 посетителя за минуту. Найти характеристики СМО.
Решение. Имеем: n = 3, λ = 150 час-1  = 2,5 мин-1, μ = 1мин-1, ρ = λ/μ = 2,5.
Вероятность отсутствия посетителей в столовой находим по формуле (10.1):

[image: ]

[bookmark: page25]т.е. работники столовой практически всё время заняты.
Вероятность образования очереди
[image: ]

Среднее число посетителей в очереди

	L
	≈
	(2,5)3+1
	⋅
	3
	⋅ 0,0555 ≈ 4,35 человека,

	
	
	3!
	
	(3 − 2,5)2
	

	оч
	
	
	
	
	


а среднее число обслуживаемых посетителей

Lобс ≈ 2,5человек .

Среднее число посетителей (обслуживаемых и в очереди) равно
Lсмо = Lоч + Lобс ≈ 6,35 человек,

т.е. чуть больше одного посетителя на каждого кассира, что оптимально.
Среднее время, затрачиваемое посетителем на получение обеда, находим по формуле (4.9):
[image: ]
что совсем немного. Можно сделать вывод, что работа столовой организована эффективно.

11. Многоканальная СМО с ограниченной очередью и ограниченным временем ожидания в очереди.

Отличие такой СМО от СМО, рассмотренной в §9, состоит в том, что время ожидания обслуживания, когда заявка находится в очереди, считается случайной величиной, распределённой по показательному закону с параметром v = 1/tож., где tож - среднее время ожидания заявки в очереди, а v - имеет смысл интенсивности потока ухода заявок из очереди. Граф такой СМО изображён на рис. 10.
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Рис.10








Остальные обозначения имеют здесь тот же смысл, что и в §9. Сравнение графов на рис. 3 и 10 показывает, что последняя система является частным случаем системы рождения и гибели, если в ней сделать следующие замены (левые обозначения относятся к системе рождения и гибели):





[image: ]
[bookmark: page26]где β = ν/μ. Вероятность образования очереди роч определяется формулой
[image: ]
Отказ в обслуживании заявки происходит, когда все m мест в очереди заняты, т.е. вероятность отказа в обслуживании ротк равна
[image: ]
Относительная пропускная способность равна
[image: ]
Среднее число заявок, находящихся в очереди, находится по формуле (4.8) и равно:
[image: ]
Среднее число заявок, обслуживаемых в СМО, находится по формуле (4.7) и равно
[image: ]


[bookmark: page27]Пример12. В парикмахерской работают 3 мастера. За 1 час в парикмахерскую приходят в среднем 10 человек. Среднее время обслуживания клиента каждым мастером - 20 минут. Зал ожидания рассчитан на 4 места. Среднее время ожидания клиента в очереди tож -10 минут. Найти характеристики СМО.
Решение. Имеем: n = 3, m = 4, λ = 10 [час-1], μ = 3 [час-1], ρ = λ/μ =10/3, tож= (1/6)часа,
v = 1/tож = 6 [час-1], β = v/μ = 2.
По формуле (11.2) находим р0 - вероятность того, что все мастера свободны:
[image: ]

По формуле (11.3) находим вероятности занятости одного, 2-х и 3-х мастеров:
[image: ]

По формуле (11.4) находим вероятности того, что в очереди 1, 2, 3, 4 человека:
[image: ]

Вероятность отказа в обслуживании равна
ротк = рm+4 ≈ 0,0095.

Относительная пропускная способность
Q = 1-ротк ≈ 0,9905,

· абсолютная пропускная способность равна
A = λQ ≈ 9,9[час-1],
т.е. примерно 10 человек в час, что практически равно интенсивности потока посетителей.
Среднее число клиентов в очереди найдём по формуле (11.9):
Lоч = 1⋅ 0,1783 + 2 ⋅ 0,0849 + 3⋅ 0,0314 + 4 ⋅ 0,095 ≈ 0,82 ,
т.е. менее одного человека. Среднее время пребывания посетителя в парикмахерской найдём по формуле (11.11):
[image: ]







[bookmark: page28]12. n- канальная СМО замкнутого типа с m источниками заявок.

Примером такой СМО может служить завод, имеющий m станков и n слесарей– наладчиков. Требующий наладки станок либо сразу же обслуживается, если свободен хотя бы один из слесарей, либо ожидает наладки в очереди, если все слесари заняты. При этом предполагается, что m > n.

Таким образом, максимальная длина очереди равна (m-n). Интенсивность обслуживания источников заявок μ = 1/tобс, где tобс - среднее время обслуживания объекта (источника заявок). Интенсивность потока требований каждого источника заявок равна λ= 1/tраб, где t раб - среднее время безотказной работы каждого объекта. Если под обслуживанием находятся k объектов, то интенсивность потока заявок в СМО будет равна (m - k)λ. Граф такой СМО представлен на рис.11.
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Рис.11

Поскольку очередь ограничена, то финальные вероятности такой системы всегда существуют. Сравнивая граф на рис.11 с графом системы рождения и гибели на рис.3 легко увидеть, что граф на рис.11 получается из графа на рис.3 в результате следующих замен (слева находятся обозначения системы рождения и гибели):
[image: ]

С учётом (12.1) формулы для финальных вероятностей (4.2) и (4.3) запишутся в виде
[image: ]
Образование очереди происходит, когда в момент поступления в СМО очередной заявки все n каналов заняты, т.е. когда в СМО будет находиться либо n, либо (n + 1),…, либо (n + m - 1) заявок. В силу несовместности этих событий вероятность образования очереди роч будет равна сумме соответствующих вероятностей рn, pn+1, …, pn+m-1:
[image: ]



	[bookmark: page29]А = λ·Q = λ.
	(12.7)


Среднее число занятых каналов n 3 (оно равно Lобс - среднему числу обслуживаемых заявок) в данном случае нельзя находить по формуле n3 = А/μ, поскольку состояние системы «поток заявок» зависит от состояния системы «число объектов», и n3 надо находить по формуле (5.7). В результате получим:
[image: ]
[image: ]



Среднее время пребывания заявки в СМО и в очереди определяется формулами (4.9)

· (4.10).
Пример 13. Пять ткачих обслуживают 20 ткацких станков. Средняя продолжительность бесперебойной работы станка-30 минут, устранение неисправности (обрывания нити) занимает в среднем 1,5 минуты. Найти характеристики СМО.
Решение. Имеем: n = 5, m = 20, λ = 1/30 [мин]-1, μ = 2/3 [мин]-1, ρ = λ/μ = 1/20.
Поскольку ρ ≠ 1(m - n), то р0 находим по формуле (12.2)
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Среднее число станков, находящихся в очереди, находим по формуле (12.9):

[image: ]
Полное число неработающих станков равно

Lсмо = n3 + Lоч.  ≈ 1,65+ 0,785 ≈ 2,435.

ПРИМЕРЫ

Пример 1. Для графа на рис.1 найти вероятность перехода системы из состояния S1 в состояние S2 за 3 шага.

Решение. Вероятность перехода S1 → S2 за 1 шаг равна p12 = p12(1) = 0,1. Найдем вначале p12(2), используя формулу (1.5), в которой полагаем m = 2.
Получим:
[image: ]
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Как видно из этой формулы, в дополнение к p12(2) необходимо вычислить также
[image: ]
Таким образом

[image: ]
Ответ: Вероятность перехода S1 → S2 после третьего шага равна 0,183.

Пусть система S описывается матрицей вероятностей переходов Р[image: ]
Если обозначить через P(m) матрицу, элементами которой являются pij(m) - вероятности переходов из Si в Sj за m шагов, то справедлива формула
[image: ]

где матрица Pm получается умножением матрицы P саму на себя m раз.

Исходное состояние системы характеризуется вектором состояния системы Q(1) (называемым также стохастическим вектором).
	Q = (q1, q2,…,qn),	

где qj-вероятность того, что исходным состоянием системы является Sj состояние. Аналогично (1.1) и (1.2) справедливы соотношения
[image: ]
вектор состояния системы после m шагов, где qj(m) - вероятность того, что после m шагов система находится в Si состоянии. Тогда справедлива формула
[image: ]
Пример 2. Найти вектор состояния системы, изображенный на рис.1 после двух шагов.
Решение. Исходное состояние системы характеризуется вектором Q = (0,7; 0; 0,3).
После первого шага (m = 1) система перейдет в состояние Q(1)
[image: ]

После второго шага система окажется в состоянии Q(2)

[image: ]
Ответ: Состояние системы S после двух шагов характеризуется вектором (0,519; 0,17; 0,311).

При решении задач в примерах 1, 2 предполагалось, что вероятности переходов Pij остаются постоянными. Такие марковские цепи называются стационарными. В противном случае марковская цепь называется нестационарной.
Пример 3. Записать уравнения Колмогорова для системы, изображенной на рис.2. Найти финальные вероятности для состояний системы.

Решение. Рассмотрим вначале вершину графа S1. Вероятность p1(t + Δt) того, что система в момент времени (t + Δt) будет находиться в состоянии S1 достигается двумя способами:

а) система в момент времени t с вероятностью p1(t) находилась в состоянии S1 и за малое время t не перешла в состояние S2. Из состояния S1 система может быть выведена потоком интенсивностью λ12; вероятность выхода системы из состояния S1 за время Δt при этом равна (с точностью до величин более высокого порядка малости по Δt) λ12 Δt, а вероятность невыхода из состояния S1 будет равна (1 - λ12 Δt). При этом вероятность того, что система останется в состоянии S1, согласно теореме об умножении вероятностей будет равна p1(t) (1 - λ12 Δt).
б) система в момент времени t находилась в состоянии S2 и за время под воздействием потока λ21 перешла в состояние S1 с вероятностью λ21 Δt. Вероятность того, что система будет находиться в состоянии S1 равна p2(t)·λ21 Δt.
в) система в момент времени t находилась в состоянии S3 и за время под воздействием потока λ31 перешла в состояние S1 с вероятностью λ31 Δt. Вероятность того, что система будет находиться в состоянии S1 равна p3(t)·λ31 Δt.
По теореме сложения вероятностей получим:

[image: Безымянный]
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К уравнениям (2.5) – (2.7) следует добавить уравнение (2.2), имеющее в данном случае вид
р1 + р2 + р3 = 1.	(2.8)
Уравнение (2.8) выполняет роль нормировочного условия, накладываемого на вероятности pj.

Решение системы уравнений (2.5) – (2.8) в зависимости от времени можно найти либо аналитически, либо численно с учетом начальных условий. Мы найдем лишь

финальные вероятности pj, которые по определению при t → ∞ не зависят от времени. При этом в (2.5) – (2.7) dpi/dt = 0 (j = 1, 2, 3). Получившиеся при этом три алгебраических уравнения являются однородными, поэтому одно из них можно отбросить. Отбросим, например, уравнение, получающееся из (2.6), а вместо него запишем уравнение (2.8). В результате система уравнений для финальных вероятностей примет вид
[image: ]
Из последнего уравнения следует, что p3 = 0. Решая оставшиеся уравнения, получим p1= 2/3, p2 = 1/3.
[image: ]
С учетом рассмотренного примера сформулируем общее правило составления уравнений Колмогорова:
В левой части каждого из них стоит производная вероятности какого-то (j-го) состояния. В правой части - сумма произведений вероятностей всех состояний, из которых идут стрелки в данное состояние, на интенсивности соответствующих потоков, минус суммарная интенсивность всех потоков, выводящих систему из данного (j-го) состояния, умноженная на вероятность данного (j-го) состояния.
Пример 4. В справочное бюро обращается в среднем 2 человека за 10 минут. Найти вероятность того, что за 30 минут за справкой обратится:
а) 4 человека, б) не менее 3-х человек.
Решение. Интенсивность потока заявок равна λ = 2/10 мин = 0,2[мин-1]. Для решения используем формулу (4.1), где полагаем t = T = 30 минут; для пункта (а) i = 4, для пункта (б) i = 3, 4, 5,… .
[image: ]
б) при решении этого пункта целесообразно использовать противоположную вероятность:
[image: ]


Пример 5. В приборе имеются два блока, работающих независимо друг от друга. Время безотказной работы определяется показательным законом. Среднее время безотказной работы 1-го блока – t1 = 2 года, 2 -го – t2 = 1 год. Найти вероятность того, что за 1,5 года: а) не откажет ни один из блоков; б) откажет только 2-й блок; в) откажут оба блока.

Решение: В качестве события выступает неисправность какого- то блока. Вероятность p(i) (t) исправности i-го блока в течение времени t определяется формулой

(4.2), т.е.
p (1 ) ( t )	= e − λ 1 t ,  p ( 2 ) ( t ) =  e − λ 2 t ,
где λ1 = 1/t1 = 0,5[год-1], λ2 = 1/t2 = 1[год-1].

Вероятности исправности блоков по истечении времени t = T = 1,5 года будут равны соответственно
p(1)  = e− λ1T  = е−05⋅1,5  ≈ 0,472, p ( 2 )  = e − λ2T  = e −1⋅1,5  ≈ 0,223 .

Вероятность того, что за время T i-й блок выйдет из строя, является противоположной вероятностью p(i) (T):p (1)  = 1 − p

p (2)  = 1 − p


(T) ≈ 1 − 0,472 = 0,528,

(T) ≈ 1 − 0,223 = 0,777.
Обозначим через А, В, С события, фигурирующие в пунктах (а), (б), (в) соответственно и учитывая, что блоки работают независимо друг от друга, найдём:а) p(A) = p (1) ( T ) ⋅ p б) p(B) = p (1) ( T ) ⋅ p в) p(C) = p (1) ( T ) ⋅(T) ≈ 0,472 ⋅ 0,223 ≈ 0,1;

(T) ≈ 0,472 ⋅ 0,777 ≈ 0,367 ;

(T) ≈ 0,528 ⋅ 0,777 ≈ 0,41.



13. Задания для самостоятельной работы

Задание 1

1–5. В систему массового обслуживания (СМО) поступает в среднем λ заявок [1/час].
Найти вероятность того, что за время t [мин] в СМО поступит:
	а) ровно k заявок;
	
	

	б) менее k заявок;
	
	

	в) более k заявок.
	
	

	1.
	λ = 60;
	t = 5;
	k = 4.

	2.
	λ = 120;
	t = 2;
	k = 3.

	3.
	λ = 40;
	t = 6;
	k = 5.

	4.
	λ = 30;
	t = 4;
	k = 4.

	5.
	λ = 150;
	t = 3;
	k = 3.







[bookmark: page31]6–10. Испытывают три элемента, работающих независимо друг от друга. Длительность времени безотказной работы элементов распределена по показательному закону и равна t1, t2, t3 [час]. Найти вероятность того, что в интервале времени [0, tотк] откажут:


а) только один элемент; б) не более 2-х элементов; в) все три элемента.
	6.
	t1 = 20;
	t2 = 50;

	7.
	t1
	= 10;
	t2
	= 20;

	8.
	t1
	= 20;
	t2
	= 8;

	9.
	t1
	= 8;
	t2
	= 4;

	10.
	t1
	= 10;
	t2
	= 5;








	t3 = 40;
	tотк = 18.

	t3
	= 25;
	tотк = 15.

	t3
	= 10;
	tотк = 6.

	t3
	= 5;
	tотк = 3.

	t3
	= 4;
	tотк = 5.




11–20. Рассматривается система с дискретными состояниями и дискретным временем (цепь Маркова). Задана матрица вероятностей перехода за один шаг. Требуется: а) построить размеченный граф состояний;

б) найти распределение вероятностей для первых 3-х шагов, если известно, что в начальный момент времени (t0 = 0) система находилась в j-ом состоянии с вероятностью pj(0).
[image: ]
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21–30. По условиям предыдущей задачи составить уравнения системы для стационарного режима и найти финальные вероятности.

31–40. Рассматривается система с дискретными состояниями и непрерывным временем. Заданы размеченный граф состояний и интенсивности переходов. Все потоки событий простейшие. Требуется:

а) составить матрицу интенсивностей переходов;
б) составить систему дифференциальных уравнений Колмогорова для вероятностей
состояний;
в) найти предельное распределение вероятностей.
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[bookmark: page34]Задание 2

41–50. Рассматривается n-канальная система массового обслуживания (СМО) с отказами. Поток заявок, поступающих в СМО, простейший с интенсивностью λ [1/час]. Среднее время обслуживания заявки равно tоб [мин]. Время обслуживания распределено по показательному закону. Определить:

а) число каналов, при котором вероятность того, что заявка получит отказ, не больше α;
б) абсолютную пропускную способность СМО;
в) среднее число каналов, занятых обслуживанием заявок;
г) среднее время пребывания заявки в СМО;

д) среднее время простоя одного (произвольно взятого) канала.

	41.
	λ = 12;
	tоб = 12;
	α = 0,07.
	42.
	λ = 6;
	tоб = 15;
	α = 0,02.

	43.
	λ = 13;
	tоб = 12;
	α = 0,08.
	44.
	λ = 7;
	tоб = 15;
	α = 0,03.

	45.
	λ = 19;
	tоб =6;
	α = 0,04.
	46.
	λ = 11;
	tоб = 12;
	α = 0,05.

	47.
	λ = 9;
	tоб = 15;
	α = 0,06.
	48.
	λ = 5;
	tоб = 30;
	α = 0,07.

	49.
	λ = 9;
	tоб = 12;
	α = 0,03.
	50.
	λ = 11;
	tоб = 15;
	α = 0,09.



51–60. Рассматривается n-канальная система массового обслуживания (СМО) с ожиданием. Поток заявок, поступающих в СМО, простейший с интенсивностью λ [1/час]. Среднее время обслуживания заявки равно tоб [мин]. Время обслуживания распределено по показательному закону. Определить:

а) существует ли стационарный режим работы СМО; б) среднее число заявок, находящихся в СМО; в) среднее время пребывания заявки в СМО; г) вероятность того, что все каналы заняты;

д) среднее время простоя одного (произвольно взятого) канала.


	51.
	n = 5
	λ = 18;

	53.
	n = 4
	λ = 5;

	55.
	n = 3
	λ = 18;

	57.
	n = 5
	λ = 30;

	59.
	n = 4
	λ = 19;





	tоб = 15.
	52.
	n = 3
	λ = 10;

	tоб = 30.
	54.
	n = 5
	λ = 22;

	tоб = 6.
	56.
	n = 4
	λ = 20;

	tоб = 6.
	58.
	n = 3
	λ = 14;

	tоб = 6.
	60.
	n = 3
	λ = 12;




tоб = 12.
tоб = 12.
tоб = 7,5.
tоб = 7,5.
tоб = 12.


61–70. Рассматривается n- канальная система массового обслуживания (СМО) с ожиданием и ограничением на длину очереди. Число мест в очереди равно m. Поток заявок, поступающих в СМО, простейший с интенсивностью λ [1/час]. Среднее время обслуживания заявки равно tоб [мин]. Время обслуживания распределено по показательному закону.

61. n = 4; m = 3; λ = 6; tоб = 40. Определить:

а) среднее число заявок, находящихся под обслуживанием;
б) вероятность того, что заявка сразу же будет принята к обслуживанию; в) вероятность того, что в СМО будет не более 2-х заявок.





62. [bookmark: page35]n = 3; m = 4; λ = 8; tоб = 15. Определить:

а) вероятность того, что заявка получит отказ в обслуживании; б) среднее число каналов, не занятых обслуживанием; в) среднее время пребывания заявки в СМО;

63. n = 4; m = 2; λ = 4; tоб = 60. Определить:

а) среднее число заявок в СМО;
б) среднее время пребывания заявки в очереди;
в) вероятность того, что будет простаивать не более одного канала.

64. n = 3; m = 3; λ = 6; tоб = 20. Определить:

а) относительную пропускную способность СМО;
б) среднее число каналов, занятых обслуживанием заявок; в) среднее время пребывания заявки в СМО.

65. n = 3; m = 4; λ = 9; tоб = 20. Определить:

а) абсолютную пропускную способность СМО; б) среднее число заявок в очереди;
в) вероятность того, что не более 2-х каналов будут заняты обслуживанием заявок.

66. n = 3; m= 3; λ = 5; tоб = 30. Определить:

а) вероятность того, что заявка получит отказ в обслуживании; б) среднее число заявок, находящихся под обслуживанием;
в) вероятность того, что менее 2-х заявок будут находиться в очереди на обслуживание.

67. n = 2; m = 4; λ = 6; tоб = 15. Определить:

а) среднее число свободных каналов;
б) вероятность того, что заявка будет принята в СМО;
в) вероятность того, что заявка, поступившая в СМО, встанет в очередь на обслуживание.

68. n = 4; m = 3; λ = 5; tоб = 30. Определить:

а) среднее число заявок, находящихся в СМО;
б) вероятность того, что заявка сразу же будет принята к обслуживанию;
в) вероятность того, что не более 2-х каналов будет занято обслуживанием заявок.

69. n = 4; m= 3; λ = 9; tоб = 20. Определить:

а) абсолютную пропускную способность;
б) среднее время пребывания заявки в СМО; в) среднее число заявок в очереди.


70. n = 3; m= 4; λ = 6; tоб = 15. Определить:

а) относительную пропускную способность СМО; б) среднее время ожидания заявки в очереди; в) среднее число занятых каналов.




[bookmark: page36]71–80. Рассматривается n-канальная система массового обслуживания (СМО) без ограничения на длину очереди, но с ограничением на время ожидания. Заявка ожидает обслуживания в среднем tож [мин], а затем покидает СМО. Поток заявок, поступающих в СМО, простейший с интенсивностью λ [1/час], среднее время обслуживания заявки равно tоб [мин].

71. n = 4; λ = 8; tоб = 15; tож = 5. Определить:

а) абсолютную пропускную способность СМО; б) среднее число заявок в очереди;

в) вероятность того, что в очереди будут находиться не более 2-х заявок.

72. n = 3; λ = 6; tоб = 30; tож = 15. Определить:

а) среднее число заявок, находящихся под обслуживанием;
б) вероятность того, что заявка уйдет из очереди не обслуженной;
в) вероятность того, что менее 3-х заявок будут находиться в очереди на обслуживание.

73. n = 4; λ = 9; tоб = 20; tож = 10. Определить:

а) вероятность того, что заявка будет обслужена; б) среднее время пребывания заявки в СМО; в) среднее число свободных каналов.

74. n = 3; λ = 10; tоб = 15; tож = 12. Определить:

а) среднее число заявок, находящихся в СМО;
б) вероятность того, что заявка сразу же будет принята к обслуживанию; в) среднее время простоя канала.

75. n = 3; λ = 8; tоб = 30; tож = 10. Определить:

а) среднее число заявок в очереди;
б) абсолютную пропускную способность СМО; в) среднее время пребывания заявки в СМО.

76. n = 4; λ = 10; tоб = 15; tож = 6. Определить:

а) среднее число занятых каналов;
б) относительную пропускную способность СМО; в) среднее время ожидания заявки в очереди.

77. n = 3; λ = 6; tоб = 20; tож = 12. Определить:

а) вероятность того, что заявка сразу же будет принята к обслуживанию; б) среднее число заявок, находящихся под обслуживанием; в) вероятность того, что в СМО будет не более 4-х заявок.


78. n = 4; λ = 12; tоб = 12; tож = 6. Определить:

а) вероятность того, что заявка уйдет из СМО не обслуженной;
б) среднее время пребывания заявки в СМО;
в) среднее число каналов, не занятых обслуживанием.




79. [bookmark: page37]n = 3; λ = 15; tоб = 12; tож = 5. Определить:

а) среднее число заявок в СМО; б) среднее время простоя канала;

в) вероятность того, что будет простаивать не более одного канала.

80. n = 4; λ = 10; tоб = 12; tож = 3. Определить:

а) относительную пропускную способность СМО; б) среднее время пребывания заявки в СМО;
в) среднее число каналов, занятых обслуживанием заявок.

81–90. Рассматривается n-канальная система массового обслуживания (СМО) замкнутого типа с m источниками заявок. Поток заявок, поступающих в СМО, простейший с интенсивностью λ [1/час], среднее время обслуживания заявки равно tоб [мин].

81. n = 2; m = 7; λ = 3; tоб = 15. Определить:

а) среднее число заявок, находящихся под обслуживанием; б) среднее время ожидания заявки в очереди;
в) вероятность того, что не менее 4-х источников будут находиться в активном состоянии.

82. n = 3; m= 8; λ= 2; tоб = 20. Определить:

а) среднее число заявок в очереди; б) среднее время простоя источника;
в) вероятность того, что не более 5-ти источников будут находиться в пассивном состоянии.

83. n = 2; m = 8; λ = 1; tоб = 30. Определить:

а) среднее число заявок в СМО;
б) вероятность того, что поступившая заявка сразу же будет принята к обслуживанию; в) вероятность того, что не менее 4-х заявок будут ожидать в очереди на обслуживание.

84. n = 3; m = 7; λ= 2; tоб = 15. Определить:

а) среднее число простаивающих каналов;
б) вероятность того, что поступившая заявка встанет в очередь для ожидания начала обслуживания; в) вероятность того, что будет простаивать не более одного канала.


85. n = 4; m = 8; λ = 3; tоб = 12. Определить:

а) среднее число занятых каналов;
б) среднее время простоя канала;
в) вероятность того, что более 2-х источников будут находиться в активном состоянии.

86. n = 3; m = 7; λ= 4; tоб = 10. Определить:

а) вероятность того, что произвольный источник находится в активном состоянии
(коэффициент готовности);
б) среднее время пребывания заявки в СМО;

в) вероятность того, что в очереди на обслуживание будет более 2-х заявок.



87. [bookmark: page38]n = 3; m = 8; λ = 3; tоб = 10. Определить:

а) среднее число заявок в очереди;
б) вероятность того, что поступившая заявка немедленно будет принята к обслуживанию; в) вероятность того, что заняты все каналы.

88. n = 2; m = 8; λ = 2; tоб = 12. Определить:

а) среднее число источников, находящихся в пассивном состоянии;
б) вероятность того, что поступившая заявка встанет в очередь для ожидания начала
обслуживания;
в) вероятность того, что в очереди на обслуживание окажется не более 3-х заявок.

89. n = 4; m = 7; λ = 6; tоб = 7,5. Определить:

а) вероятность того, что произвольный источник находится в активном состоянии
(коэффициент готовности);
б) среднее число простаивающих каналов;
в) среднее время ожидания заявки в очереди.

90. n = 3; m= 8; λ= 9; tоб = 4. Определить:

а) среднее число занятых каналов; б) среднее время простоя канала;
[bookmark: page39][bookmark: page40]в) вероятность того, что в СМО будет менее 6-ти заявок.

















Практическая работа № 8

           Тема: Построение прогнозов 
            Цель работы: научиться работать с системами массового обслуживания.
Образовательные результаты, заявленные в ФГОС:
Студент должен 
уметь: 
          - разрабатывать тестовые пакеты и тестовые сценарии, выявлять ошибки в системных компонентах на основе спецификаций.
знать: 
          -. встроенные и основные специализированные инструменты анализа качества программных продуктов.


Краткие теоретические и учебно-методические материалы по теме практической работы

1. РЕГРЕССИОННЫЙ АНАЛИЗ В EXCEL
Показывает влияние одних значений (самостоятельных, независимых) на зависимую переменную. К примеру, как зависит количество экономически активного населения от числа предприятий, величины заработной платы и др. параметров. Или: как влияют иностранные инвестиции, цены на энергоресурсы и др. на уровень ВВП.
Результат анализа позволяет выделять приоритеты. И основываясь на главных факторах, прогнозировать, планировать развитие приоритетных направлений, принимать управленческие решения.
Регрессия бывает:
· линейной (у = а + bx);
· параболической (y = a + bx + cx2);
· экспоненциальной (y = a * exp(bx));
· степенной (y = a*x^b);
· гиперболической (y = b/x + a);
· логарифмической (y = b * 1n(x) + a);
· показательной (y = a * b^x).
Рассмотрим на примере построение регрессионной модели в Excel и интерпретацию результатов. Возьмем линейный тип регрессии.
Задача. На 6 предприятиях была проанализирована среднемесячная заработная плата и количество уволившихся сотрудников. Необходимо определить зависимость числа уволившихся сотрудников от средней зарплаты.
[image: Зарплата сотрудников.]
Модель линейной регрессии имеет следующий вид:
У = а0 + а1х1 +…+акхк.
Где а – коэффициенты регрессии, х – влияющие переменные, к – число факторов.
В нашем примере в качестве У выступает показатель уволившихся работников. Влияющий фактор – заработная плата (х).
В Excel существуют встроенные функции, с помощью которых можно рассчитать параметры модели линейной регрессии. Но быстрее это сделает надстройка «Пакет анализа».
Активируем мощный аналитический инструмент:
1. Нажимаем кнопку «Офис» и переходим на вкладку «Параметры Excel». «Надстройки».
[image: Надстройки.]
2. Внизу, под выпадающим списком, в поле «Управление» будет надпись «Надстройки Excel» (если ее нет, нажмите на флажок справа и выберите). И кнопка «Перейти». Жмем.
[image: Управление.]
3. Открывается список доступных надстроек. Выбираем «Пакет анализа» и нажимаем ОК.
[image: Пакет анализа.]
После активации надстройка будет доступна на вкладке «Данные».
[image: Анализ данных.]
Теперь займемся непосредственно регрессионным анализом.
1. Открываем меню инструмента «Анализ данных». Выбираем «Регрессия».
[image: Регрессия.]
2. Откроется меню для выбора входных значений и параметров вывода (где отобразить результат). В полях для исходных данных указываем диапазон описываемого параметра (У) и влияющего на него фактора (Х). Остальное можно и не заполнять.
[image: Параметры регрессии.]
3. После нажатия ОК, программа отобразит расчеты на новом листе (можно выбрать интервал для отображения на текущем листе или назначить вывод в новую книгу).
[image: Результат анализа регрессии.]

В первую очередь обращаем внимание на R-квадрат и коэффициенты.
R-квадрат – коэффициент детерминации. В нашем примере – 0,755, или 75,5%. Это означает, что расчетные параметры модели на 75,5% объясняют зависимость между изучаемыми параметрами. Чем выше коэффициент детерминации, тем качественнее модель. Хорошо – выше 0,8. Плохо – меньше 0,5 (такой анализ вряд ли можно считать резонным). В нашем примере – «неплохо».
Коэффициент 64,1428 показывает, каким будет Y, если все переменные в рассматриваемой модели будут равны 0. То есть на значение анализируемого параметра влияют и другие факторы, не описанные в модели.
Коэффициент -0,16285 показывает весомость переменной Х на Y. То есть среднемесячная заработная плата в пределах данной модели влияет на количество уволившихся с весом -0,16285 (это небольшая степень влияния). Знак «-» указывает на отрицательное влияние: чем больше зарплата, тем меньше уволившихся. Что справедливо.


КОРРЕЛЯЦИОННЫЙ АНАЛИЗ В EXCEL

Корреляционный анализ помогает установить, есть ли между показателями в одной или двух выборках связь. Например, между временем работы станка и стоимостью ремонта, ценой техники и продолжительностью эксплуатации, ростом и весом детей и т.д.
Если связь имеется, то влечет ли увеличение одного параметра повышение (положительная корреляция) либо уменьшение (отрицательная) другого. Корреляционный анализ помогает аналитику определиться, можно ли по величине одного показателя предсказать возможное значение другого.
Коэффициент корреляции обозначается r. Варьируется в пределах от +1 до -1. Классификация корреляционных связей для разных сфер будет отличаться. При значении коэффициента 0 линейной зависимости между выборками не существует.
Рассмотрим, как с помощью средств Excel найти коэффициент корреляции.
Для нахождения парных коэффициентов применяется функция КОРРЕЛ.
Задача: Определить, есть ли взаимосвязь между временем работы токарного станка и стоимостью его обслуживания.
[image: Время и стоимость.]
Ставим курсор в любую ячейку и нажимаем кнопку fx.
1. В категории «Статистические» выбираем функцию КОРРЕЛ.
2. Аргумент «Массив 1» - первый диапазон значений – время работы станка: А2:А14.
3. Аргумент «Массив 2» - второй диапазон значений – стоимость ремонта: В2:В14. Жмем ОК.
[image: Функция КОРРЕЛ.]
Чтобы определить тип связи, нужно посмотреть абсолютное число коэффициента (для каждой сферы деятельности есть своя шкала).
Для корреляционного анализа нескольких параметров (более 2) удобнее применять «Анализ данных» (надстройка «Пакет анализа»). В списке нужно выбрать корреляцию и обозначить массив. Все.
Полученные коэффициенты отобразятся в корреляционной матрице. Наподобие такой:
[image: Корреляционная матрица.]


КОРРЕЛЯЦИОННО-РЕГРЕССИОННЫЙ АНАЛИЗ
На практике эти две методики часто применяются вместе.
Пример:
[image: Объем продаж и цена.]
1. Строим корреляционное поле: «Вставка» - «Диаграмма» - «Точечная диаграмма» (дает сравнивать пары). Диапазон значений – все числовые данные таблицы.
[image: Поле корреляции.]
2. Щелкаем левой кнопкой мыши по любой точке на диаграмме. Потом правой. В открывшемся меню выбираем «Добавить линию тренда».
[image: Добавить линию тренда.]
3. Назначаем параметры для линии. Тип – «Линейная». Внизу – «Показать уравнение на диаграмме».
[image: Линейная линия тренда.]
4. Жмем «Закрыть».
[image: Линейная корреляция.]
Теперь стали видны и данные регрессионного анализа.



Задание. 
1. Провести регрессионный, корреляционный и корреляционно-регрессионный анализ данных в Excel. 
2. При проведении регрессионного и корреляционно-регрессионного анализа исследовать не менее трех видов зависимостей.
3. Сделать вывод о наилучшем из изученных видов зависимостей.
4. Оформить отчет о проделанной работе.

Вариант 1. Экспериментальные данные по обкатыванию поверхности шаровым инструментом и шероховатости обработанной поверхности приведены в таблице:
	Х - сила прижима, кгс
	50
	75
	100
	125
	150

	Y – шероховатость, мкм
	0,60
	0,54
	0,47
	0,40
	0,31



Вариант 2. 
	 
	2010
	2011
	2012
	2013
	2014
	2015
	2016
	2017

	Внутренние затраты на научные исследования и разработки, млн. руб. 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	 
	 
	 
	 
	 
	 
	 
	 

	в фактически действовавших ценах
	523377,2
	610426,7
	699869,8
	749797,6
	847527,0
	914669,1
	943815,2
	1019152,4

	
	
	
	
	
	
	
	
	



	 
	2010
	2011
	2012
	2013
	2014
	2015
	2016
	2017

	 
	 
	 
	 
	 
	 
	 
	 
	 

	Число организаций, выполнявших  
научные исследования и разработки– всего
	3492
	3682
	3566
	3605
	3604
	4175
	4032
	3944



Вариант 3. 
	 
	 
	 
	 
	(млн.рублей)

	Затраты на технологические инновации малых предприятий
	2009
	2011
	2013
	2015
	2017

	Российская Федерация
	6793,5
	9479,3
	13510,5
	12151,8
	19220,4



	ПОСТУПЛЕНИЕ ПАТЕНТНЫХ ЗАЯВОК И ВЫДАЧА ОХРАННЫХ ДОКУМЕНТОВ В РОССИИ
	2009
	2011
	2013
	2015
	2017

	Подано заявок на выдачу патентов: 
	 
	 
	 
	 
	 

	на изобретения - всего
	38 564
	41 414
	44 914
	45 517
	36 454





Вариант 4. 

	 
	2009
	2011
	2013
	2015
	2017

	Разработанные передовые производственные технологии - всего 
	789
	1 138
	1 429
	1 398
	1 402



	ПОСТУПЛЕНИЕ ПАТЕНТНЫХ ЗАЯВОК И ВЫДАЧА ОХРАННЫХ ДОКУМЕНТОВ В РОССИИ
	2009
	2011
	2013
	2015
	2017

	Подано заявок на выдачу патентов: 
	 
	 
	 
	 
	 

	на изобретения - всего
	38 564
	41 414
	44 914
	45 517
	36 454



Вариант 5. 
[image: Ñ�Ð°Ð±Ð»Ð¸Ñ�Ð°]
Вариант 6. 
	Квартал, год
	ВВП
	Частное потребление

	I, 2005
	652,870
	357,191

	II, 2005
	601,893
	356,533

	III, 2005
	590,792
	376,951

	IV, 2005
	593,667
	379,866

	I, 2006
	580,435
	385,749

	II, 2006
	612,063
	392,194

	III, 2006
	620,847
	417,342

	IV, 2006
	614,360
	426,991

	I, 2007
	609,708
	394,661

	II, 2007
	664,246
	416,367

	III, 2007
	682,696
	428,103

	IV, 2007
	680,104
	464,410

	I, 2008
	667,513
	412,133

	II, 2008
	704,317
	450,606

	III, 2008
	698,793
	469,775

	IV, 2008
	668,498
	477,421

	I, 2009
	663,786
	415,650

	II, 2009
	703,213
	477,013

	III, 2009
	707,238
	498,525

	IV, 2009
	694,329
	510,171

	I, 2010
	704,055
	447,272

	II, 2010
	738,637
	504,100

	III, 2010
	753,565
	522,277

	IV, 2010
	754,459
	533,585





























Практическая работа № 9
Тема: Решение матричной игры методом итераций. Игры с природой
Цель работы: освоить принятие решений в условиях неопределенности.
Образовательные результаты, заявленные в ФГОС:
Студент должен 
уметь: 
          - использовать специализированные графические средства построения и анализа архитектуры программных продуктов.
знать: 
          - встроенные и основные специализированные инструменты анализа качества программных продуктов.


Краткие теоретические и учебно-методические материалы 
1  игры с нулевой суммой. Нижняя и верхняя цены игры. Теория игр занимается разработкой различного рода рекомендаций по принятию решений в условиях конфликтной ситуации. Конфликтной называется ситуация, в которой одна или более сторон стремится решить свои интересы за счет других сторон. Примерами конфликтных ситуаций являются военные действия, спортивные состязания, выборы в органы управления, ситуации «продавец – покупатель», «клиент банка – работник банка», «студент – преподаватель» и т. д. Формализуя конфликтные ситуации математически, их можно представить, как игру двух, трех и более игроков, каждый из которых преследует цель максимизации своего выигрыша за счет другого игрока. Иногда теорию игр определяют, как раздел математики, занимающийся выработкой оптимальных правил поведения для каждой стороны, участвующей в конфликтной ситуации. Совокупность правил, однозначно определяющих последовательность действий стороны в конкретной конфликтной ситуации, есть стратегия. 
Под термином «игра» понимается совокупность предварительно оговоренных правил и условий, а термин «партия» связан с частичной возможной реализацией этих правил. Если п партнеров (игроков) Р1, Р2, ..., Рn участвуют в данной игре, то основное содержание теории игр состоит в изучении следующей проблемы: как должен вести партию j-й партнер (j=1, …, п) для достижения наиболее благоприятного для себя исхода? 
В дальнейшем предполагается, что в конце партии каждый игрок Pj получает сумму vj, называемую выигрышем. При этом подразумевается, что каждый игрок руководствуется лишь целью максимизации общей суммы выигрыша. Числа vj (j=1, …, п) могут быть положительными, отрицательными или равными нулю. Если vj>0, то это соответствует выигрышу j-гo игрока, если vj<0, – проигрышу, при vj=0 – ничейный исход. 
В большинстве случаев рассматривают игры с нулевой суммой, т. е. v1+v2+...+vn=0. В этих играх сумма выигрыша переходит от одного партнера к другому, не поступая из внешних источников. Игра с нулевой суммой предусматривает, что сумма выигрышей всех игроков в каждой партии равна нулю. Примерами игры с нулевой суммой служат многие экономические задачи. В них общая сумма выигрыша перераспределяется между игроками, но не меняется. В противном случае имеем игру с ненулевой суммой. 
Игры, в которых участвуют два игрока, называются парными, а игры с большим числом участников – множественными. Принятие игроком того или иного решения в процессе игры и его реализация называется ходом. Ходы могут быть личные и случайные. Если ход выбирается сознательно, – это личный ход, а если с помощью механизма случайного выбора, – случайный ход. 
Шахматы являются игрой двух партнеров с конечным числом личных ходов. В дальнейшем мы будем рассматривать игры двух партнеров с нулевой суммой и конечным числом возможных ходов. Такие игры математически глубоко проработаны и вызывают наибольший интерес, поскольку чаще используются в практических приложениях. 
В зависимости от количества стратегий игры делятся на конечные и бесконечные. Так, в конечной игре каждый из игроков имеет конечное число возможных стратегий. Если же хотя бы один из игроков имеет бесконечное число возможных стратегий, то игра называется бесконечной. 
В зависимости от взаимоотношений игроков игры делятся на кооперативные, коалиционные и бескоалиционные. Если игроки не имеют права вступать в соглашения, то такая игра относится к бескоалиционным, если же игроки могут вступать в соглашения, создавать коалиции, – к коалиционным. Кооперативная игра – это такая игра, в которой заранее определены коалиции. 
В зависимости от вида функции выигрышей игры подразделяются на матричные, биматричные, непрерывные, выпуклые, сепарабельные и т. д. Мы будем рассматривать матричные игры. Обратимся к примерам простейших матричных игр. 
Пример 1 («игра в три пальца»). Игроки А и В одновременно и независимо друг от друга показывают 1, 2 или 3 пальца. Размер выигрыша определяется общим количеством показанных пальцев. При этом, если число пальцев четное, выигрывает игрок А, нечетное, – игрок В. 
Такую игру двух игроков можно представить в виде матрицы
[image: ]
где индекс i элементов аij (i,j=1,2,3) означает количество пальцев игрока А, а индекс j – количество пальцев игрока В. Например, а13 означает, что одновременно и независимо друг от друга игрок А показал 1 палец, а игрок В – 3 пальца. Количество пальцев для элемента а13=4 указывает на выигрыш 4 единиц игроком А. Элемент а32=-5 указывает на проигрыш 5 единиц игроком А или выигрыш 5 единиц игроком В. 
Мы рассмотрели пример матричной игры 3-го порядков. В общем случае матричная игра задается прямоугольной матрицей размерности mn. Номер i строки матрицы соответствует номеру стратегии Аi, применяемой игроком А. Номер j столбца соответствует стратегии Bj, применяемой игроком В. Описанная игра однозначно определяется матрицей
[image: ]
Каждый элемент аij матрицы является действительным числом и представляет собой сумму выигрыша, уплачиваемую игроком В игроку А, если А выбирает стратегию, соответствующую i-й строке, а В выбирает стратегию, соответствующую j-му столбцу. 
Матричную игру часто записывают в развернутой форме (см. табл. 14.1), называемой платежной матрицей.  
Каждый игрок выбирает для себя наиболее выгодную стратегию. При этом первый игрок стремится выбрать такую стратегию, которая доставляет ему максимальный выигрыш, тогда второй игрок выбирает стратегию, приводящую его к минимальному [image: ]проигрышу. В этой связи вводят понятия нижней и верхней чистой цены игры. Нижней чистой ценой игры (максимином) называется число , определяемое по формуле
[image: ]
Верхней чистой ценой игры (минимаксом) называется число  , определяемое по формуле [image: ]
Стратегии игроков, соответствующие максимину (минимаксу), называются максиминными (минимаксными). Пример 2. Найти максиминную и минимаксную стратегии игроков в матричной игре[image: ]
[image: ]Данную игру представим в виде платежной матрицы (табл. 14.2). В соответствии с формулой (14.1) по каждой строке определяем наименьшее число, которое записывается в столбец  i. Это означает, что, какой бы выбор по столбцам ни сделал игрок В, выигрыш игрока А, который свои стратегии выбирает по строкам, в худшем случае составит соответственно: 3, 3, 1,2. Однако игроку А целесообразно выбрать такую стратегию (строку), для которой достигается максимальный выигрыш независимо от того, какой столбец выбрал игрок В, т. е. 
 = i max j min аij= i max i=max(-3, 3, 1, 2)=3. 
Максиминной стратегией игрока А является A2
Аналогично, пользуясь формулой (2), определяем минимаксную стратегию игрока В. Поскольку он выбирает стратегии по столбцам, то какие бы стратегии ни выбирал игрок А, в худшем случае игрок В может проиграть соответственно стратегиям В1, B2, B3, В4: 5, 7, 8, 9. Однако игрок В стремится минимизировать свой проигрыш, а потому выбирает стратегию, соответствующую минимальному из чисел 5, 7, 8, 9, т. е. минимаксу:
[image: ]
Из платежной матрицы видно, что минимаксной стратегией игрока В является B1.                                                                                                           
Чистые и смешанные стратегии и их свойства. Основные теоремы теории игр. Различают стратегии чистые и смешанные. Чистая стратегия Аi (i=1,…,m) первого игрока (чистая стратегия Вj (j=1, …, n) второго игрока) – это возможный ход первого (второго) игрока, выбранный им с вероятностью, равной 1. Если первый игрок имеет m стратегий, а второй – n стратегий, то для любой пары стратегий первого и второго игроков чистые стратегии можно представить в виде единичных векторов. Например, для пары стратегий A1, В2 чистые стратегии первого и второго игроков запишутся в виде: p1=(1;0;...;0), q2=(0;1;0;...;0). Для пары стратегий Аi Вj чистые стратегии можно записать в виде:
[image: ]
Теорема 14.1. В матричной игре нижняя чистая цена игры не превосходит верхней чистой цены игры, т.е.  .  
■ По определению i= j min аij аij. Аналогично  j= i max аijаij. Объединив эти соотношения, получим:  i= j min аij аij i max аij=  j. Отсюда  I аij j или  i j (i=l,…,m; =1,…,п). Это неравенство справедливо для любых i и j, следовательно, .    ● Если для чистых стратегий Аi, Bj игроков А и В соответственно имеет место равенство  =  , то пару чистых стратегий (Ai, Bj) называют седловой точкой матричной игры, элемент аij матрицы, стоящий на пересечении i-й строки и jгo столбца, – седловым элементом платежной матрицы, а число v=  =  – чистой ценой игры. Пример 3. Найдём нижнюю и верхнюю чистые цены, установим наличие седловых точек матричной игры [image: ]
Определим нижние и верхние чистые цены игры (табл. 14.3):
[image: ]
В данном случае имеем одну седловую точку (A1,B2), а седловой элемент равен 5. Этот элемент является наименьшим в 1-й строке и наибольшим во 2-м столбце. Отклонение игрока А от максиминной стратегии A1 ведет к уменьшению его выигрыша, а отклонение игрока В от минимаксной стратегии B2 ведет к увеличению его проигрыша. Иными словами, если в матричной игре имеется седловой элемент, то наилучшими для игроков являются их минимаксные стратегии. И эти чистые стратегии, образующие седловую точку и выделяющие в матрице игры седловой элемент а12=5, есть оптимальные чистые стратегии A1 и B2 игроков А и В.
Если же матричная игра не имеет седловой точки, то решение игры затрудняется. В этих играх  <  . Применение минимаксных стратегий в таких играх приводит к тому, что для каждого из игроков выигрыш не превышает  , а проигрыш – не меньше  . Для каждого игрока возникает вопрос увеличения выигрыша (уменьшения проигрыша). Решение находят, применяя смешанные стратегии. Смешанной стратегией первого (второго) игрока называется вектор р=(p1;... ;рm), где
[image: ][image: ]
Вектор р (q) означает вероятность применения i-й чистой стратегии первым игроком (j-й чистой стратегии вторым игроком). Поскольку игроки выбирают свои чистые стратегии случайно и независимо друг от друга, игра имеет случайный характер и случайной становится величина выигрыша (проигрыша). В таком случае средняя величина выигрыша (проигрыша) – математическое ожидание – является функцией смешанных стратегий p, q:
[image: ]
Функция f(p,q) называется платежной функцией игры с матрицей (аij)mn. Стратегии р*=( p*1 ;… ; p*m ), q*=(q*1 ;… ; q*n ) называются оптимальными, если для произвольных стратегий р=(p1;... ;рm), q=(q1; … ;qn) выполняется условие
[image: ]
Использование в игре оптимальных смешанных стратегий обеспечивает первому игроку выигрыш не меньший, чем при использовании им любой другой стратегии р, второму игроку – проигрыш, не больший, чем при использовании им любой другой стратегии q. 
Совокупность оптимальных стратегий и цены игры составляет решение игры. 
Значение платежной функции при оптимальных стратегиях определяет цену игры v, т. е. f(p*,q*)=v. 
Теорема 14.2 (теорема Неймана). В смешанных стратегиях любая конечная матричная игра имеет седловую точку. 
Пусть имеем матричную игру (аij)mn и некоторые смешанные оптимальные стратегии p*,q* игроков А и В, обеспечивающие сумму выигрыша v. Вопрос поставим так: как проверить, что набор (p*,q*,v) является решением игры? Для этого нужно проверить справедливость неравенства (14.3) для любых смешанных стратегий, среди которых и будут стратегии p*,q*. Однако различных смешанных стратегий, среди которых и оптимальные, имеем бесчисленное множество. И в таком случае проверить справедливость неравенства (14.3) невозможно. Поэтому рассмотрим следующую теорему, которая позволит ответить на поставленный выше вопрос. 
Теорема 14.3. Для того чтобы смешанные стратегии р*=( p*1 ;… ; p*m) и q*=( q*1 ;… ; q*n) были оптимальными для игроков А и В в игре с матрицей (аij)mn выигрышем v, необходимо и достаточно выполнения неравенств:
[image: ]
Пусть р*, q* – оптимальные смешанные стратегии. Докажем, что для них выполняются соотношения (14.4) и (14.5). Воспользуемся определением оптимальных смешанных стратегий, для которых выполняется соотношение (14.3). Неравенство (14.4) получается из соотношения (14.3), если записать его в развернутой форме, а именно:
[image: ]
В правую часть соотношения (14.6) подставим вектор
[image: ]
т. е. оптимальная стратегия р* удовлетворяет неравенству (14.4). 
Если вместо произвольного вектора р в левую часть соотношения (14.6) подставить вектор рi=(p1;... ,pi-1,pi, рi+1, …;рm)=(0;...;0;1;0;...;0), то можно показать, что и оптимальная стратегия q* удовлетворяет соотношению (14.5). 
Итак, доказано условие необходимости, а именно: если стратегии р* и q* оптимальные, то они должны удовлетворять соотношениям (14.4) и (14.5). 
Теперь докажем достаточность этого условия. Пусть выполняются неравенства (14.4), (14.5). Покажем, что p*,q* – оптимальные стратегии. Для этого нужно показать выполнимость соотношения (14.6). С учетом соотношения (14.4) преобразуем правую часть, а с учетом соотношения (14.5) – левую часть соотношения (14.6).
Пусть qj=(q1;...;qn) – произвольный вектор, тогда
[image: ]
Преобразуя левую часть соотношения (14.6) для произвольного вектора рi=(p1; ... ;pm), получаем
[image: ]
Итак, доказано, что если выполняются соотношения (14.4), (14.5), то выполняется и (14.6), т.е. смешанные стратегии р* и q* – оптимальные.           
Таким образом, для проверки того, что набор (р*,q*,v) является решением матричной игры, достаточно проверить, удовлетворяют ли р*,q* неравенствам (14.4) и (14.5) и уравнениям[image: ]
На основании теоремы 3 можно сделать вывод: если игрок А применяет оптимальную смешанную стратегию р*, а игрок В – любую чистую стратегию Bj, то выигрыш игрока А будет не меньше цены игры v. Аналогично: если игрок В использует оптимальную смешанную стратегию q*, а игрок А – любую чистую стратегию Аi, то проигрыш игрока В не превысит цены игры v. 
Чистые стратегии игрока, входящие в его оптимальную смешанную стратегию с вероятностями, отличными от нуля, называются активными стратегиями игрока. Рассмотрим теорему об активных стратегиях. Теорема 14.4. Если один из игроков придерживается своей оптимальной смешанной стратегии, то его выигрыш остается неизменным и равным цене игры независимо от того, какую стратегию применяет другой игрок, если только тот не выходит за пределы своих активных стратегий. 
■ Пусть в матричной игре (аij)mn имеем оптимальные стратегии игроков А и В соответственно р* и q*. Цена игры равна v. При этом игрок А имеет r активных стратегий, а игрок В – k активных стратегий. Расположив активные стратегии для игроков первыми, будем иметь: р*=(p*1 ;… ; p*r ;0;….;0) и q*=(q*1 ;…;q*k ;0;...;0), для которых [image: ]
Пусть игрок А придерживается своей оптимальной стратегии р*, а игрок В – чистой стратегии, тогда, согласно теореме 14.3,
[image: ]
Если игроки А и В используют свои оптимальные стратегии, то выигрыш игрока А равен цене игры v, т. е. [image: ]
Учитывая соотношение (7), получаем
[image: ]
Соотношение (14.8) выполнимо лишь в случае, когда неравенства (14.7) превращаются в равенства. Отсюда можно сделать вывод, что для любой смешанной стратегии q*=(q1 ;…; qk ;0;...;0) выполняется равенство [image: ], что и доказывает теорему.                        
На основании данной теоремы решение матричной игры можно упростить, выявив при этом доминирование одних стратегий над другими. Так, рассматривая стратегии игрока А, сравниваем элементы строк s и t, а именно: asj с элементами atj для j=l,…,n. Если asj  atj (j=1,…,n), то выигрыш игрока А при стратегии Аs будет больше, чем при стратегии Аt. В этом случае стратегия Аs доминирует над стратегией Аt. Стратегию Аs называют доминирующей, а стратегию Аt – доминируемой. 
Поскольку игрок В заинтересован в минимизации проигрыша, доминирующим будет столбец с наименьшими элементами. Например, сравниваем элементы r-го и l-го столбцов. Если все элементы air  ail (i=1,…,m), то игроку В свой выбор выгодно сделать по l-му столбцу. В этом случае стратегия Вl игрока В доминирует над стратегией Вr. Стратегия Вl называется доминирующей, а стратегия Вr – доминируемой. 
Если в матричной игре имеем строки (столбцы) с одними и теми же элементами, то строки (столбцы), а соответственно и стратегии игроков А и В называются дублирующими. 
В матричной игре доминируемые и дублирующие строки (столбцы) можно опускать, что не влияет на решение игры. Теорема 14.5. Оптимальные смешанные стратегии р* и q* соответственно игроков А и В в матричной игре (aij)m  n с ценой v будут оптимальными и в матричной игре (baij+с)m  n с ценой v'=bv+с, где b>0. 
■ На основании теоремы 3 для оптимальной смешанной стратегии р* игрока А и для любой чистой стратегии Вj игрока В имеем      
[image: ]
Умножим обе части неравенства (14.9) на некоторое положительное число b>0 и к обеим частям полученного неравенства прибавим произведение
[image: ]
где v'=bv+c. Теорема доказана для оптимальной смешанной стратегии р* игрока А. 
Аналогично доказывается теорема и для оптимальной смешанной стратегии игрока В.                                                                                                       
● На основании теоремы 14.5 платежную матрицу, имеющую отрицательные числа, можно преобразовать в матрицу с положительными числами. Пример 4. Выполним все возможные упрощения матричной игры
[image: ]
■ Поскольку соответствующие элементы второй и четвертой строк матрицы игры равны, т. е. имеем две дублирующие строки, опустим, например, четвертую строку: [image: ]Сравним соответствующие элементы столбцов. Элементы первого столбца доминируют над элементами третьего и шестого столбцов, а элементы второго столбца доминируют над соответствующими элементами четвертого столбца. Игроку В невыгодно применять стратегии B3, B4 и B6. Опускаем третий, четвертый и шестой столбцы и получаем матрицу
[image: ]
Элементы второй строки меньше соответствующих элементов третьей строки. Следовательно, игроку А невыгодна стратегия А2. Опуская вторую строку, получаем упрощенную матрицу[image: ]
Если требуется получить матрицу с положительными элементами, то достаточно прибавить к ее элементам, например, число 3.                            
 ● 14.3. Решение матричных игр в смешанных стратегиях. 
Графическое решение игры 2n. Решение матричных игр в смешанных стратегиях может быть найдено либо графически, либо методами линейного программирования. Графический метод применим для решения игр, в которых хоть один игрок имеет две чистые стратегии. Этот метод интересен в том плане, что графически объясняет понятие седловой точки. Методами линейного программирования может быть решена любая игра двух лиц с нулевой суммой. Рассмотрим игру 2n, в которой игрок А имеет две стратегии.
[image: ]Игра предполагает что игрок А, смешивает стратегии А1 и А2 с соответствующими вероятностями p1=р и p2=1-p, 0p1. Игрок В смешивает стратегии В1, B2, ..., Вm с вероятностями q1, q2, …, qm, где qj0,j=1,2,...,п, и [image: ]   В этом случае ожидаемый выигрыш игрока А, соответствующий j-й чистой стратегии игрока В, вычисляется в виде  
w=(а1j-а2j)p+а2j, j=1,2,...,m.
[image: ][image: ]На плоскости (p, w) эти уравнения описывают прямые. Тем самым каждой чистой стратегии игрока В на этой плоскости соответствует своя прямая. Поэтому сначала на плоскости (р, w) последовательно рисуются все прямые (14.11) (рис. 14.1). Затем для каждого значения р, 0р1, путем визуального сравнения соответствующих ему значений w на каждой из построенных прямых определяется и отмечается наименьшее из них. В результате описанной процедуры получается ломаная, которая и является графиком функции (14.11) (жирная линия на рис. 14.1). Эта ломаная огибает снизу все семейство построенных прямых, и поэтому называется нижней огибающей этого семейства. Абсциссой верхней точки полученной ломаной будет значение р*, определяющее оптимальную смешанную стратегию игрока А, а ординатой  – цена игры (рис. 14.1). Пример 5. Рассмотрим следующую игру 23: 
[image: ]	■ Игра не имеет решения в чистых стратегиях (  =2,  =3), и, следовательно, стратегии должны быть смешанными. Ожидаемые выигрыши игрока А, wА, соответствующие чистым стратегиям игрока В, приведены в следующей таблице.
[image: ]На рис. 14.2 изображены три прямые линии, соответствующие чистым стратегиям игрока В. Чтобы опредствующие чистым стратегиям игрока В. Чтобы определить наилучший результат из наихудших, построена нижняя огибающая трех указанных прямых (изображен- Ная на рисунке толстыми линейными сегментами), которая представляет минимальный (наихудший) выигрыш для игрока А независимо от того, что делает игрок В. Максимум (наилучшее) нижней огибающей соответствует максиминному решению в точке  p =0,5. Это значение  p определяется из уравнения 2+p=6-7p, отвечающего пересечению прямых 2 и 3. Следовательно, оптимальным решением для игрока является смешивание стратегий В2 и В3 с вероятностями 0,5 и 0,5 соответственно. Цена игры v определяется подстановкой p=0,5 в уравнение либо прямой 2, либо 3, что  приводит к следующему: [image: ]
Оптимальная смешанная стратегия игрока В определяется двумя стратегиями, которые определяют нижнюю  огибающую графика. Это значит, что игрок В  может смешивать стратегии B2 и В3, в этом случае q1=0 и q3=1-q2=1-q.  Следовательно, ожидаемые платежи игрока В, 
[image: ]соответствующие чистым стратегиям игрока А, имеют следующий вид 
Наилучшее решение из наихудших для игрока В представляет собой точку минимума верхней огибающей заданных двух прямых. Эта процедура эквивалентна решению уравнения -1+4q=6-4q. Его решением будет q=7/8, что определяет цену игры v=-1+4(7/8)=5/2. Таким образом, решением игры для игрока А является смешивание стратегий A1 и А2 с равными вероятностями 0,5 и 0,5, а для игрока В – смешивание стратегий В2 и В3 с вероятностями 7/8 и 1/8: v=5/2, р*=(½; ½) и q*=(0; 7/8; 1/8).     
Графическое решение игры m2. Пусть теперь в матричной игре две чистые стратегии имеет игрок В, а число чистых стратегий у игрока А произвольно (равно m). Это означает, что платежная матрица такой игры имеет вид
[image: ]
Анализ такой игры во многом напоминает рассуждения, описанные для игры 2m. Пусть q=(q, 1-q) – произвольная смешанная стратегия игрока В. Если игрок А выбирает i-ю чистую стратегию, i=1,2,..., n, то средний выигрыш игрока В в ситуации {i,q} будет равным wi=ai1q+ai2(l-q), i=1, 2,..., n.   
[image: ]Зависимость этого выигрыша от переменной q описывается прямой. Графиком функции [image: ] является верхняя огибающая семейства прямых (14.2), соответствующих чистым стратегиям игрока А (рис. 14.3). Абсциссой нижней точки полученной ломаной будет значение q*, определяющее оптимальную смешанную стратегию игрока В, а ординатой  – цена игры. Отыскание оптимальной смешанной стратегии игрока А проводится по той же схеме, которая позволяет находить оптимальную смешанную стратегию игрока В в игре 2п. Рассмотрим конкретный пример.  


Пример 6. Игра 32 задана матрицей[image: ]
Нижняя цена игры равна 0, верхняя – равна 3. Седловой точки нет. Решение игры нужно искать в смешанных стратегиях. Ожидаемые выигрыши игрока В, соответствующие чистым стратегиям игрока A, приведены в следующей таблице.
Построим на координатной плоскости (q, w) все три прямые, а затем и их верхнюю огибающую (рис. 4). Нижняя точка верхней огибающей является точкой пересечения прямых (1) и (2). Решая уравнение -1+4q=3-4q, получаем [image: ][image: ]	
[image: ]Оптимальная смешанная стратегия игрока А определяется двумя стратегиями, которые определяют нижнюю огибающую графика. Это значит, что игрок А может смешивать стратегии А1 и А2, в этом случае р3=0 и р2=1-р1=1-р. Следовательно, ожидаемые платежи игрока А, соответствующие чистым стратегиям игрока В, имеют следующий вид. 
Приравниваем средние выигрыши игрока А, соответствующие чистым стратегиям игрока В:  -1+4p=3-4p, и находим р*=1/2

Таким образом, цена игры и оптимальные смешанные стратегии игроков А и В соответственно равны:
[image: ]
Приведение матричной игры mn к задаче линейного программирования. Пусть имеем игру размерности mn с матрицей
[image: ]
Обозначим через р*=(p1;...;рm), q*=(q1;...;qn) оптимальные смешанные стратегии игроков А и В. Стратегия р* игрока А гарантирует ему выигрыш не меньше v, независимо от выбора стратегии Bj игроком В (теор. 14.3). Это можно записать так:
[image: ]
Аналогично стратегия q* игрока В гарантирует ему проигрыш не больше v, независимо от выбора стратегии Аi игроком А, т. е.
[image: ]
Поскольку элементы платежной матрицы на основании теоремы 14.5 всегда можно сделать положительными, то и цена игры v>0. Преобразуем системы (14.13) и (14.14), разделив обе части каждого неравенства на положительное число v, и введем новые обозначения: pi/v=хi, qj/v=yj (i=1,…,m; j =1,…,n). Получим:
[image: ]
Так как игрок А стремится максимизировать цену игры v, то обратная величина 1/v будет минимизироваться, поэтому оптимальная стратегия игрока А определится из задачи линейного программирования следующего вида: найти минимальное значение функции z=х1+х2+...+хm при ограничениях (14.17), (14.18). 
Оптимальная смешанная стратегия игрока В определится решением задачи следующего вида: найти максимальное значение функции w=у1+у2+…+уn при ограничениях (14.17), (14.18). Решив пару двойственных задач, далее определим:
[image: ]
Проиллюстрируем решение матричной игры сведением ее к задаче ЛП. Пример 7. Два сельскохозяйственных предприятия А и В выделяют денежные средства на строительство трех объектов. С учетом особенностей вкладов и местных условий прибыль предприятия А в зависимости от объема финансирования выражается элементами матрицы
[image: ]
Убыток предприятия В при этом равен прибыли предприятия А. Требуется найти оптимальные стратегии предприятий А и В. 
■ Обозначим чистые стратегии предприятий А и В через А1,А2,А3 и B1,B2,B3 соответственно. Предположим, что предприятие А располагает общей суммой а тыс. ден. ед., отпускаемой на строительство трех объектов. Аналогично и предприятие В имеет сумму в b тыс. ден. ед., отпускаемую на строительство тех же трех объектов. Тогда чистая стратегия А1 – это выделение a1 тыс. ден. ед. предприятием А на строительство первого объекта; A2 – чистая стратегия предприятия А, которое выделяет сумму a2 тыс. ден. ед. на строительство второго объекта; А3 – чистая стратегия предприятия А, которое выделяет сумму a3 тыс. ден. ед. на строительство третьего объекта. Общая сумма средств, выделяемых на строительство трех объектов, a=a1+a2+а3. Аналогично определяются чистые стратегии и для предприятия В.
Проверим игру на наличие Седловой точки:
[image: ]
Седловой точки нет, поэтому решение игры определяем в смешанных стратегиях. Цена игры v заключена между нижней  и верхней  ценами, т.е. 4v6. Составим задачу ЛП для каждого игрока.
[image: ]
Вводя балансовые переменные х4  0, х5  0, х6  0 для исходной задачи и у4  0, у5  0, у6  0 для двойственной задачи, модели задач преобразуем к канонической форме. При этом балансовые переменные двойственной задачи станут базисными
[image: ]При «ручном» счёте проще решать двойственную задачу, т.к. она не требует введения искусственных переменных. Соответствие между переменными пары взаимно двойственных задач будет следующее (табл.14.4): Решим, например, двойственную задачу ЛП, построенную для определения выигрыша предприятия В. Каноническая форма задачи имеет вид:    

w=у1+у2+у3max;
[image: ]
Решая ее симплекс-методом, имеем (итерации 0–2) оптимальный план  
[image: ]
[image: ]С учетом основной теоремы двойственности и соответствия между переменными оптимальный план исходной задачи запишется в виде  
[image: ]

По формулам [image: ] получим цену 
игры v=27/5 и вероятности p*i и q*j для оптимальных смешанных стратегий соответственно предприятий А и В:
[image: ]
Таким образом, оптимальными смешанными стратегиями сельскохозяйственных предприятий А и В являются стратегии р*=(2/5;0; 3/5) и q*=(1/5; 4/5;0) соответственно при гарантированном получении предприятием А независимо от стратегий предприятия В прибыли не менее 27/5=5,4 тыс. ден. ед. Убыток предприятия В при этом составит не более 5,4 тыс. ден. ед. 
Итак, из общей суммы средств а тыс. ден. ед., выделяемых предприятием А на строительство трех объектов, на долю первого объекта должно выделяться 40%, второго – 0% и третьего – 60% этой суммы. Аналогично распределяются средства b тыс. ден. ед. предприятием В: на долю первого объекта приходится 20%, второго – 80% и третьего – 0 % общей суммы.
Решение задач теории игр с помощью MathCAD
[image: ]Пример 8. Рассмотрим следующую игру 24:  
■ Решение задачи с помощью MathCAD приведено на рис.1. Вначале определены верхняя и нижняя цены игры:  =3,  =2. Затем вычисляется ожидаемый выигрыш игрока


А, соответствующий каждой чистой стратегии игрока В, в виде W1, W2,W3 и W4. На рис. 14.5 изображены четыре прямые линии, соответствующие чистым стратегиям игрока В. Чтобы определить наилучший результат из наихудших, построена нижняя огибающая трех указанных прямых, которая представляет минимальный (наихудший) выигрыш для игрока А независимо от того, что делает игрок В. Максимум нижней огибающей соответствует максиминному решению в точке  p* =2/5. Это значение  p* определяется из уравнения 2+р=4-4р, отвечающего пересечению прямых 3 и 4. Следовательно, оптимальным решением для игрока A является смешивание стратегий A1 и A2 с вероятностями 2/5 и 3/5 соответственно. Цена игры v определяется подстановкой p=2/5 в уравнение либо прямой 3, либо 4, что приводит к следующему:
[image: ]
Оптимальная смешанная стратегия игрока В определяется двумя стратегиями, которые определяют нижнюю огибающую графика. Это значит, что игрок В может смешивать стратегии B3 и В4, в этом случае q1=q2=0 и q3=q,  q4=1-q3=1-q.
Следовательно, ожидаемые платежи игрока В, соответствующие чистым стратегиям игрока А, имеют следующий вид.
[image: ]Наилучшее решение из наихудших для игрока В представляет собой точку минимума верхней огибающей заданных двух прямых. Эта процедура эквивалентна решению уравнения 3q=4-2q. Его решением будет q=4/5, что определяет цену игры v=3(4/5)=12/5.Таким образом, решением игры для игрока А является смешивание стратегий A1 и А2 с вероятностями 2/5 и 3/5, а для игрока В – смешивание стратегий В3 и В4 с вероятностями 4/5 и 1/5: v=12/5, р*=(2/5; 3/5) и q*=(0; 0;4/5; 1/5).         
Пример 9. Игра 42 задана матрицей[image: ]
Нижняя цена игры равна 2, верхняя – 3. Седловой точки нет. Решение игры нужно искать в смешанных стратегиях. Решение задачи с помощью MathCAD приведено на рис.14.6.
[image: ]
[image: ]
Пример 10. Сведём матричную игру, имеющую платёжную матрицу
[image: ]
к задаче ЛП, и решим с помощью MathCAD.  
2 Отличительная особенность игры с природой состоит в том, что в ней сознательно действует только один из участников, в большинстве случаев называемый игрок 1. Игрок 2 (природа) сознательно против игрока 1 не действует, а выступает как не имеющий конкретной цели, так и случайным образом выбирающий очередные «ходы» по игре. Поэтому термин «природа» характеризует некую объективную действительность, которую не следует понимать буквально.
Матрица игры с природой А=||аij||, где аij – выигрыш (потеря) игрока 1 при реализации его чистой стратегии i и чистой стратегии j игрока 2 (i=1, …, m; j=1,…,n).
Мажорирование стратегий в игре с природой имеет определенную специфику: исключать из рассмотрения можно лишь доминируемые стратегии игрока 1: если для всех g=1,…, n akj  alj, k, l=1,…,m, то k-ю стратегию принимающего решения игрока 1 можно не рассматривать и вычеркнуть из матрицы игры. Столбцы, отвечающие стратегиям природы, вычеркивать из матрицы игры (исключать из рассмотрения) недопустимо, поскольку природа не стремится к выигрышу в игре с человеком, для нее нет целенаправленно выигрышных или проигрышных стратегий, она действует неосознанно.
Рассмотрим организацию и аналитическое представление игры с природой. Пусть игрок 1 имеет m возможных стратегий: А1,А2, …, Аm, а у природы имеется n возможных состояний (стратегий): П1, П2,..., Пn, тогда условия игры с природой задаются матрицей А выигрышей (потерь) игрока 1:
[image: ].
Возможен и другой способ задания матрицы игры с природой: не в виде матрицы выигрышей (потерь), а в виде так называемой матрицы рисков R=||rij||m,n. Величина риска – это размер платы за отсутствие информации о состоянии среды. Матрица R может быть построена непосредственно из условий задачи или на основе матрицы выигрышей (потерь) А.
Риск – это разность между результатом, который игрок мог бы получить, если бы он знал действительное состоянием среды, и результатом, который игрок получит при j-й стратегии.
Зная состояние природы (стратегию) Пj, игрок выбирает ту стратегию, при которой его выигрыш максимальный или потеря минимальна, т.е.
rij=j–aij, где j=max aij, при заданном j; 1im, если аij – выигрыш.
rij=aij–j, где j=min aij, при заданном j; 1im, если аij – потери (затраты).
Неопределенность, связанную с полным отсутствием информации о вероятностях состояний среды (природы), называют «безнадежной».
В таких случаях для определения наилучших решений используются следующие критерии: Вальда, Сэвиджа, Гурвица. 
Критерий Вальда. С позиций данного критерия природа рассматривается как агрессивно настроенный и сознательно действующий противник. 
Если в исходной матрице по условию задачи результат aij представляет выигрыш лица, принимающего решение, то выбирается решение, для которого достигается значение W=max min aij, 1im, 1jn – максиминный критерий. 
Если в исходной матрице по условию задачи результат aij представляет потери лица, принимающего решение, то выбирается решение, для которого достигается значение W=min max aij, 1im, 1jn – минимаксный критерий.
В соответствии с критерием Вальда из всех самых неудачных результатов выбирается лучший. Это перестраховочная позиция крайнего пессимизма, рассчитанная на худший случай. 
Критерий минимаксного риска Сэвиджа. Выбор стратегии аналогичен выбору стратегии по принципу Вальда с тем отличием, что игрок руководствуется не матрицей выигрышей А, а матрицей рисков R:
S=min max rij 1im, 1jn.
Применение критерия Сэвиджа позволяет любыми путями избежать большого риска при выборе стратегии, а значит избежать большего проигрыша (потерь). 
Критерий пессимизма-оптимизма Гурвица. Этот критерий при выборе решения рекомендует руководствоваться некоторым средним результатом, характеризующим состояние между крайним пессимизмом и безудержным оптимизмом. 
Критерий основан на следующих двух предположениях: «природа» может находиться в самом невыгодном состоянии с вероятностью (1‑р) и в самом выгодном состоянии с вероятностью р, где р – коэффициент пессимизма. 
Согласно этому критерию стратегия в матрице А выбирается в соответствии со значением:
HA=maxp max aij+(1-p) min aij, 1im, 1jn, если aij – выигрыш.
HA=minp min aij+(1-p) max aij, 1im, 1jn, если aij – потери (затраты).
При p=0 критерий Гурвица совпадает с критерием Вальда. При p=1 приходим к решающему правилу вида max max aij, к так называемой стратегии «здорового оптимизма», критерий максимакса. 
Применительно к матрице рисков R критерий пессимизма-оптимизма Гурвица имеет вид
HR=minp max rij+(1-p) min rij, 1im, 1jn.
При р=0 выбор стратегии игрока 1 осуществляется по условию наименьшего из всех возможных рисков (min rij); при р=1 – по критерию минимаксного риска Сэвиджа.
Значение р от 0 до 1 может определяться в зависимости от склонности лица, принимающего решение, к пессимизму или оптимизму. При отсутствии ярко выраженной склонности р=0,5 представляет наиболее разумный вариант.
В случае, когда по принятому критерию рекомендуются к использованию несколько стратегий, выбор между ними может делаться по дополнительному критерию. Здесь нет стандартного подхода. Выбор может зависеть от склонности к риску игрока 1.
[bookmark: xex104]Контрольный пример
Транспортное предприятие должно определить уровень своих производственных возможностей так, чтобы удовлетворить спрос клиентов на транспортные услуги на планируемый период. Спрос на транспортные услуги неизвестен, но прогнозируется, что он может принять одно из четырех значений: 10, 15, 20 или 25 тыс. т. Для каждого уровня спроса существует наилучший уровень провозных возможностей транспортного предприятия. Отклонения от этих уровней приводят к дополнительным затратам либо из-за превышения провозных возможностей над спросом (из-за простоя подвижного состава), либо из-за неполного удовлетворения спроса на транспортные услуги. Возможные прогнозируемые затраты на развитие провозных возможностей представлены в табл. 4.1.
Таблица 4.1
	Варианты 
провозных возможностей 
транспортного предприятия
	Варианты спроса на транспортные услуги

	
	1
	2
	3
	4

	1
	6
	12
	20
	24

	2
	9
	7
	9
	28

	3
	23
	18
	15
	19

	4
	27
	24
	21
	15


Необходимо выбрать оптимальную стратегию, используя критерии Вальда, Сэвиджа, Гурвица.
[bookmark: xex105]Решение
Имеются четыре варианта спроса на транспортные услуги, что равнозначно наличию четырех состояний «природы»: П1, П2, П3, П4. Известны также четыре стратегии развития провозных возможностей транспортного предприятия: А1, А2, А3, А4. Затраты на развитие провозных возможностей при каждой паре Пi и Аi заданы следующей матрицей:
[image: ].
Построим матрицу рисков. В данном примере aij представляет затраты, т.е. потери, значит для построения матрицы рисков используется принцип rij=aij–j, где j=min aij.
Для П1: j=6
Для П2: j=7
Для П3: j=9
Для П4: j=15
Матрица рисков имеет следующий вид:
[image: ].
[bookmark: xex106]Критерий Вальда
Так как в данном примере aij представляет затраты, т.е. потери, то применяется минимаксный критерий. 
Для А1: max aij=24
Для А2: max aij=28
Для А3: max aij=23
Для А4: max aij=27
W=min (max aij)=23, следовательно, наилучшей стратегией развития провозных возможностей в соответствии с минимаксным критерием Вальда будет третья стратегия (А3). 

[bookmark: xex107]Критерий минимаксного риска Сэвиджа
Для А1: max rij=11
Для А2: max rij=13
Для А3: max rij=17
Для А4: max rij=21
S=min (max rij)=11, следовательно, наилучшей стратегией развития провозных возможностей в соответствии с критерием Сэвиджа будет первая стратегия (А1). 
[bookmark: xex108]Критерий пессимизма-оптимизма Гурвица
Положим значение коэффициента пессимизма р=0,5.
Так как в данном примере aij представляет затраты (потери), то применятся критерий: 
HA=minp min aij+(1-p) max aij
	
	min aij
	max aij
	p min aij + (1-p) max aij

	Для А1
	6
	24
	15

	Для А2
	7
	28
	17,5

	Для А3
	15
	23
	19

	Для А4
	15
	27
	21


Оптимальное решение заключается в выборе стратегии А1.
Рассчитаем оптимальную стратегию применительно к матрице рисков: 
HR=minp max rij+(1-p) min rij
	
	min rij
	max rij
	p max rij + (1-p) min rij

	Для А1
	0
	11
	5,5

	Для А2
	0
	13
	6,5

	Для А3
	4
	17
	10,5

	Для А4
	0
	21
	10,5


Оптимальное решение заключается в выборе стратегии А1.
Вывод: в примере предстоит сделать выбор, какое из возможных решений предпочтительнее:
по критерию Вальда – выбор стратегии А3;
по критерию Сэвиджа – выбор стратегии А1;
по критерию Гурвица – выбор стратегии А1.


















Задания для практического занятия:
Задание 1.
Решить графически игру, заданную платёжной матрицей (2n).
[image: ]
Задание 2.
Решите задачу согласно вашему индивидуальному варианту.
[bookmark: xex110]
Вариант 1
Найти наилучшие стратегии по критериям Вальда, Сэвиджа (коэффициент пессимизма равен 0,2), Гурвица применительно к матрице рисков (коэффициент пессимизма равен 0,4) для следующей платежной матрицы игры с природой (элементы матрицы – выигрыши):
[image: ].
[bookmark: xex111]Вариант 2
Дана матрица игры с природой в условиях полной неопределенности (элементы матрицы – выигрыши):
[image: ].
Требуется проанализировать оптимальные стратегии игрока, используя критерии пессимизма-оптимизма Гурвица применительно к платежной матрице А и матрице рисков R при коэффициенте пессимизма р=0; 0,5; 1. При этом выделить критерии максимакса Вальда и Сэвиджа. 
[bookmark: xex112]Вариант 3
Дана следующая матрица выигрышей:
[image: ].
Определите оптимальную стратегию, используя критерии Вальда, Сэвиджа и Гурвица (коэффициент пессимизма равен 0,4).
[bookmark: xex113]Вариант 4
Один из пяти станков должен быть выбран для изготовления партии изделий, размер которой Q может принимать три значения: 150, 200, 350. Производственные затраты Сi для I станка задаются следующей формулой:
Ci=Pi+ciQ.
Данные Pi и ci приведены в табл. 4.2.
Таблица 4.2
	Показатели
	Модель станка

	
	1
	2
	3
	4
	5

	Pi
	30
	80
	50
	160
	100

	ci
	14
	6
	10
	5
	4


Решите задачу для каждого из следующих критериев Вальда, Сэвиджа, Гурвица (критерий пессимизма равен 0,6). Полученные решения сравните.
[bookmark: xex114]Вариант 5
При выборе стратегии Aj по каждому возможному состоянию природы Si соответствует один результат Vij. Элементы Vij, являющиеся мерой потерь при принятии решения, приведены в табл. 4.3.
Таблица 4.3
	Стратегии
	Состояние природы

	
	S1
	S2
	S3
	S4

	A1
	2
	6
	5
	8

	A2
	3
	9
	1
	4

	A3
	5
	1
	6
	2


Выберите оптимальное решение в соответствии с критериями Вальда, Сэвиджа, Гурвица (при коэффициенте пессимизма, равном 0,5).
[bookmark: xex115]Вариант 6
Намечается крупномасштабное производство легковых автомобилей. Имеются четыре варианта проекта автомобиля Rj. Определена экономическая эффективность Vji каждого проекта в зависимости от рентабельности производства. По истечении трех сроков Si рассматриваются как некоторые состояния среды (природы). Значения экономической эффективности для различных проектов и состояний природы приведены в следующей табл. 4.4.
Таблица 4.4
	Проекты
	Состояние природы

	
	S1
	S2
	S3

	R1
	20
	25
	15

	R2
	25
	24
	10

	R3
	15
	28
	12

	R4
	9
	30
	20


Требуется выбрать лучший проект легкового автомобиля для производства, используя критерий Вальда, Сэвиджа, Гурвица при коэффициенте пессимизма 0,1. Сравнить решения и сделать выводы.

[bookmark: xex116]Вариант 7
Определите тип электростанции, которую необходимо построить для удовлетворения энергетических потребностей комплекса крупных промышленных предприятий. Множество возможных стратегий в задаче включает следующие параметры:
R1 – сооружается гидростанция; 
R2 – сооружается теплостанция;
R3 – сооружается атомная станция.
Экономическая эффективность сооружения электростанции зависит от влияния случайных факторов, образующих множество состояний природы Si.
Результаты расчета экономической эффективности приведены в следующей табл. 4.5.
Таблица 4.5
	Тип станции
	Состояние природы

	
	S1
	S2
	S3
	S4
	S5

	R1
	40
	70
	30
	25
	45

	R2
	60
	50
	45
	20
	30

	R3
	50
	30
	40
	35
	60



[bookmark: xex117]Вариант 8
Фирма рассматривает вопрос о строительстве станции технического обслуживания (СТО) автомобилей. Составлена смета расходов на строительство станции с различным количеством обслуживаемых автомобилей, а также рассчитан ожидаемый доход в зависимости от удовлетворения прогнозируемого спроса на предлагаемые услуги СТО (прогнозируемое количество обслуженных автомобилей в действительности). В зависимости от принятого решения – проектного количества обслуживаемых автомобилей в сутки (проект СТО) Rj и величины прогнозируемого спроса на услуги СТО – построена табл. 4.6 ежегодных финансовых результатов (доход д.е.):
Таблица 4.6
	Проекты СТО
	Прогнозируемая величина удовлетворяемости спроса

	
	0
	10
	20
	30
	40
	50

	20
	-120
	60
	240
	250
	250
	250

	30
	-160
	15
	190
	380
	390
	390

	40
	-210
	-30
	150
	330
	500
	500

	50
	-270
	-80
	100
	280
	470
	680


Определите наилучший проект СТО с использованием критериев Вальда, Сэвиджа, Гурвица при коэффициенте пессимизма 0,5.
[bookmark: xex118]Вариант 9
Магазин может завести один из трех типов товара Аi; их реализация и прибыль магазина зависят от типа товара и состояния спроса. Предполагается, что спрос может иметь три состояния Вi (табл. 4.7). Гарантированная прибыль представлена в матрице прибыли. 
Таблица 4.7
	Тип товара
	Спрос

	
	В1
	В2
	В3

	А1
	20
	15
	10

	А2
	16
	12
	14

	А3
	13
	18
	15


Определить, какой товар закупать магазину. 
[bookmark: xex119]Вариант 10
Дана следующая матрица выигрышей:
[image: ].
Определите оптимальную стратегию, используя критерии Вальда, Сэвиджа и Гурвица (коэффициент пессимизма равен 0,6).
[bookmark: xex120]Вариант 11
Администрации театра нужно решить, сколько заказать программок для представлений. Стоимость заказа 200 ф. ст. плюс 30 пенсов за штуку. Программки продаются по 60 пенсов за штуку, и к тому же доход от рекламы составит дополнительные 300 ф. ст. Из прошлого опыта известна посещаемость театра (табл. 4.8).
Таблица 4.8
	Посещаемость
	4000
	4500
	5000
	5500
	6000

	Ее вероятность
	0,1
	0,3
	0,3
	0,2
	0,1


Ожидается, что 40% зрителей купят программки.
1. Используя критерии Вальда, Сэвиджа и Гурвица, определите, сколько программок должна заказать администрация театра.
2. Допустим, что рекламодатели увеличат сумму с 300 до 400 ф. ст., число посетителей будет больше 5250, к тому же спрос на программки будет полностью удовлетворен. Как это повлияет на рекомендации в п. 1?
[bookmark: xex121]Вариант 12
При выборе стратегии Aj по каждому возможному состоянию природы Si соответствует один результат Vij. Элементы Vij, являющиеся мерой потерь при принятии решения, приведены в табл. 4.9.
Таблица 4.9
	Стратегии
	Состояние природы

	
	S1
	S2
	S3
	S4

	A1
	20
	12
	15
	15

	A2
	14
	23
	12
	26

	A3
	25
	21
	24
	30


Выберите оптимальное решение в соответствии с критериями Вальда, Сэвиджа, Гурвица (при коэффициенте пессимизма, равном 0,6).
[bookmark: xex122]Вариант 13
Пекарня печет хлеб на продажу магазинам. Себестоимость одной булки составляет 30 пенсов, ее продают за 40 пенсов. В табл. 4.10 приведены данные о спросе за последние 50 дней:
Таблица 4.10
	Спрос в день, тыс. шт.
	10
	12
	14
	16
	18

	Число дней
	5
	10
	15
	15
	5


Если булка испечена, но не продана, то убытки составят 20 пенсов за штуку. Используя критерии Вальда, Сэвиджа, Гурвица (при коэффициентах: 0,4 – вероятность максимальной покупки, 0,6 – вероятность минимальной покупки), определите, сколько булок нужно выпекать в день.
[bookmark: xex123]Вариант 14
Компания выбирает, какой вид продукции целесообразно производить. Имеются четыре вида продукции Аj. Определена прибыль от производства каждого вида продукции в зависимости от состояний экономической среды Вi. Значения прибыли для различных видов продукции и состояний природы приведены в следующей табл. 4.11.
Таблица 4.11
	Вид продукции
	Состояние экономической среды

	
	В1
	В2
	В3

	А1
	40
	52
	45

	А2
	58
	45
	89

	А3
	45
	36
	65

	А4
	36
	89
	45


Требуется выбрать лучший проект легкового автомобиля для производства, используя критерии Вальда, Сэвиджа, Гурвица при коэффициенте пессимизма 0,4. Сравнить решения и сделать выводы.

[bookmark: xex124]Вариант 15
Компания «Kilroy» выпускает очень специфичный безалкогольный напиток, который упаковывается в 40-пинтовые бочки. Напиток готовится в течение недели, и каждый понедельник очередная партия готова к употреблению. Однако в одно из воскресений всю готовую к продаже партию пришлось выбросить. Секретный компонент, используемый для приготовления напитка, покупается в небольшой лаборатории, которая может производить каждую неделю в течение полугода (так налажено производство) только определенное количество этого компонента. Причем он должен быть использован в кратчайший срок.
Переменные затраты на производство одной пинты напитка составляют 70 пенсов, продается она за 1,50 ф. ст. Однако компания предвидит, что срыв поставок приведет к потере части покупателей в долгосрочной перспективе, а следовательно, придется снизить цену на 30 пенсов.
За последние 50 недель каких-либо явных тенденций в спросе выявлено не было (табл. 4.12).
Таблица 4.12
	Спрос на бочки в неделю
	3
	4
	5
	6
	7

	Число недель
	5
	10
	15
	10
	10


Определите, что нужно предпринять, используя критерии Вальда, Сэвиджа, Гурвица при коэффициенте пессимизма 0,5. Сравнить решения и сделать выводы.


Контрольные вопросы:
1. Что подразумевается под термином «игра»?
2. Что такое платежная матрица?
3. Алгоритм графического решения.


image3.jpeg
kuneaodusoniodu
HIBION

A nIreuda1udI0JOHA

SITHHOMNBIMAT]

aegodayy

MareMaTH3ECKUE MOAIENH

SIHHOUNEEHWHLL()

sraHanLundyo3Y





image55.wmf
.

0

,

0

2

1

³

³

x

x


oleObject38.bin

image56.wmf
m

i

b

x

a

x

a

i

i

i

,

1

,

2

2

1

1

=

=

+


oleObject39.bin

image57.wmf
2

1

0

x

x


oleObject40.bin

image58.wmf
,

2

2

1

1

C

x

c

x

c

=

+


oleObject41.bin

image59.wmf
)

,

(

2

1

c

c

n

=


oleObject42.bin

image4.png
F =7 -x, +3 'x, » max




image60.wmf
)

,

(

2

1

c

c

n

=


oleObject43.bin

image61.wmf
÷

÷

ø

ö

ç

ç

è

æ

=

¶

¶

=

¶

¶

=

Ñ

2

2

1

1

,

)

(

c

x

f

c

x

f

X

f


oleObject44.bin

image62.wmf
)

,

(

)

(

2

1

c

c

n

X

f

=

=

Ñ


oleObject45.bin

image63.wmf
b

kx

x

+

³

£

1

2

}

,

{


oleObject46.bin

image64.wmf
b

kx

x

+

£

1

2


oleObject47.bin

image5.png
014x, +8x, <624
H12x, +4x, <541
{8x, +2x, <376

x, 20, x, =0  ycnosue  HeompuyameabHoCmUu




image65.wmf
b

kx

x

+

=

1

2


oleObject48.bin

image66.wmf
b

kx

x

+

³

1

2


oleObject49.bin

image67.wmf
)

,

(

)

(

2

1

c

c

X

f

=

Ñ


oleObject50.bin

image68.wmf
.

2

2

1

1

C

x

c

x

c

=

+


oleObject51.bin

image69.wmf
0

2

2

1

1

=

+

x

c

x

c


oleObject52.bin

image6.png




image70.wmf
)

(

X

f

Ñ

-


oleObject53.bin

image71.wmf
)

(

X

f


oleObject54.bin

oleObject55.bin

image72.wmf
¥

=

)

(

max

X

f


oleObject56.bin

image73.wmf
-¥

=

)

(

min

X

f


oleObject57.bin

image74.wmf
Ñ


image7.png




oleObject58.bin

image75.wmf
1

x


oleObject59.bin

image76.wmf
2

x


oleObject60.bin

image740.wmf
Ñ


oleObject61.bin

image750.wmf
1

x


oleObject62.bin

image760.wmf
2

x


image8.png
ij




oleObject63.bin

image77.wmf
Ñ


oleObject64.bin

oleObject65.bin

oleObject66.bin

image770.wmf
Ñ


oleObject67.bin

oleObject68.bin

oleObject69.bin

image78.wmf
ï

î

ï

í

ì

³

³

£

³

+

®

-

=

.

0

,

0

,

2

,

1

max(min),

5

)

(

2

1

1

2

2

1

2

1

x

x

x

x

x

x

x

x

X

f


image9.png
4 5
F :ZZciixﬁ — min,

= j=




oleObject70.bin

image79.wmf
ï

î

ï

í

ì

£

£

£

³

+

®

-

=

.

3

0

,

2

,

1

max(min),

5

)

(

1

1

2

2

1

2

1

x

x

x

x

x

x

x

X

f


oleObject71.bin

image80.wmf
ï

î

ï

í

ì

³

³

£

+

-

³

Û

ï

î

ï

í

ì

³

³

£

³

+

)

6

.

2

(

;

0

,

0

)

5

.

2

(

,

2

)

4

.

2

(

,

1

;

0

,

0

,

2

,

1

2

1

1

2

1

2

2

1

1

2

2

1

x

x

x

x

x

x

x

x

x

x

x

x


oleObject72.bin

image81.wmf
1

1

2

+

-

=

x

x


oleObject73.bin

image82.wmf
)

1

,

0

(


oleObject74.bin

image83.wmf
)

0

,

1

(


image10.png




oleObject75.bin

image84.wmf
1

2

2

x

x

=


oleObject76.bin

image85.wmf
)

0

,

0

(


oleObject77.bin

image86.wmf
)

2

,

1

(


oleObject78.bin

image87.png





image88.wmf
)

1

;

5

(

)

,

(

2

1

-

=

=

c

c

n


image11.png
DZS' X; =200,

0=

D x, =450,

0
0a

5

D x; =250,

0j=

0




oleObject80.bin

image89.wmf
.

5

0

5

1

2

2

1

x

x

x

x

=

Û

=

-


oleObject81.bin

image90.wmf
n


oleObject82.bin

oleObject83.bin

image91.wmf
0

5

2

1

=

-

x

x


oleObject84.bin

oleObject85.bin

oleObject86.bin

image12.png
.
11,5
j €
11,3, j

S

0,i

Xy >




oleObject87.bin

image92.wmf
î

í

ì

=

=

Û

î

í

ì

£

+

-

³

.

3

/

2

,

3

/

1

2

,

1

2

1

1

2

1

2

x

x

x

x

x

x


oleObject88.bin

image93.wmf
.

1

3

2

3

1

5

)

3

/

2

,

3

/

1

(

)

(

min

-

=

-

×

=

=

f

X

f


oleObject89.bin

oleObject90.bin

image94.wmf
.

1

)

3

/

2

,

3

/

1

(

)

(

min

-

=

=

f

X

f


oleObject91.bin

image95.png





image13.png
4 8 13 2 7
D=09 4 11 9 171
f3 16 10 1 af




image96.wmf

oleObject93.bin

image97.wmf
3

1

£

x


oleObject94.bin

image98.wmf
3

1

=

x


oleObject95.bin

image99.wmf
0

2

=

x


oleObject96.bin

image100.wmf
,

1

)

3

/

2

,

3

/

1

(

)

(

min

-

=

=

f

X

f


oleObject97.bin

image14.png
f22 14 16 28 30f
D =019 17 26 36 36Q
H37 30 31 39 41f




image101.wmf
15

0

3

5

)

0

,

3

(

)

(

max

=

-

×

=

=

f

X

f


oleObject98.bin

image102.wmf
5

)

(

=

A

f


oleObject99.bin

image103.wmf
9

6

3

5

)

(

=

-

×

=

D

f


oleObject100.bin

image104.wmf
0

³

x


oleObject101.bin

image105.wmf
0

³

y


oleObject102.bin

image15.png
28 27 18 27 24
D=p18 26 27 32 21p
fl27 33 23 31 34f




image106.wmf
y

x

y

x

f

6

4

)

,

(

+

=


oleObject103.bin

image107.wmf
max

)

,

(

®

y

x

f


oleObject104.bin

image108.wmf

oleObject105.bin

image109.wmf
max

6

4

)

,

(

®

+

=

y

x

y

x

f


oleObject106.bin

image110.wmf
ï

ï

î

ï

ï

í

ì

³

³

£

+

£

+

£

+

0

,

0

90

3

40

70

2

y

x

y

x

y

x

y

x


oleObject107.bin

image16.png
40 19 25 25 35
D =049 26 27 18 38(
flas 27 36 40 asf]




image111.wmf
ï

ï

î

ï

ï

í

ì

³

³

+

-

=

+

£

-

®

-

=

0

,

4

3

5

3

4

2

max

3

2

)

(

2

1

2

1

2

1

2

1

2

1

2

,

1

x

x

x

x

x

x

x

x

x

x

x

x

f


oleObject108.bin

image112.wmf
ï

ï

î

ï

ï

í

ì

=

³

=

-

+

-

=

+

=

+

-

®

-

=

=

4

,

3

,

2

,

1

,

0

4

3

5

3

4

2

max

3

2

)

,

(

)

,

,

(

4

2

1

2

1

3

2

1

2

1

2

1

4

3

2

,

1

1

i

x

x

x

x

x

x

x

x

x

x

x

x

x

f

x

x

x

x

f

i


oleObject109.bin

oleObject110.bin

oleObject111.bin

oleObject112.bin

oleObject113.bin

oleObject114.bin

oleObject115.bin

image17.png
f20 10 13 13 18
D=(27 19 20 16 22
H26 17 19 21 23]




oleObject116.bin

oleObject117.bin

oleObject118.bin


oleObject120.bin

oleObject121.bin

oleObject122.bin

oleObject123.bin

oleObject124.bin

oleObject125.bin

oleObject126.bin

oleObject127.bin

oleObject128.bin

oleObject129.bin

oleObject130.bin

oleObject131.bin


oleObject133.bin

oleObject134.bin

oleObject135.bin

image18.wmf
max(min)

...

)

(

2

2

1

1

®

+

+

+

=

n

n

x

c

x

c

x

c

X

f


oleObject136.bin

oleObject137.bin

oleObject138.bin

oleObject139.bin

oleObject140.bin

image113.png
21(xd)

Ml +4 )= -2x +2 ) =

=

@

el
2





image114.png




image115.png




image116.png




image117.png




oleObject1.bin

image1170.png




image118.png




image119.png




image120.png




image121.png
o RPN R




image122.wmf
max(min)

5

2

)

(

2

1

®

+

=

x

x

X

f


oleObject141.bin

image123.wmf
ï

ï

ï

î

ï

ï

ï

í

ì

=

³

£

£

+

£

+

-

³

+

2

,

1

,

0

4

14

2

4

4

2

1

2

1

2

1

2

1

i

x

x

x

x

x

x

x

x

i


oleObject142.bin

image124.wmf
max(min)

2

)

(

2

1

®

+

-

=

x

x

X

f


image19.wmf
,

}

,

,

{

...

...

,

}

,

,

{

...

,

}

,

,

{

...

2

2

1

1

2

2

2

22

1

21

1

1

2

12

1

11

m

n

mn

m

m

n

n

n

n

b

x

a

x

a

x

a

b

x

a

x

a

x

a

b

x

a

x

a

x

a

³

=

£

+

+

+

³

=

£

+

+

+

³

=

£

+

+

+


oleObject143.bin

image125.wmf
ï

ï

ï

î

ï

ï

ï

í

ì

=

³

£

+

³

+

³

-

£

-

2

,

1

,

0

18

3

2

6

2

0

0

3

2

1

2

1

2

1

2

1

i

x

x

x

x

x

x

x

x

x

i


oleObject144.bin

image126.wmf
max(min)

2

)

(

2

1

®

+

=

x

x

X

f


oleObject145.bin

image127.wmf
ï

ï

ï

î

ï

ï

ï

í

ì

=

³

³

-

£

+

£

-

£

+

-

2

,

1

,

0

0

4

12

2

0

3

2

1

2

1

2

1

2

1

i

x

x

x

x

x

x

x

x

x

i


oleObject146.bin

image128.wmf
max(min)

2

)

(

2

1

®

+

=

x

x

X

f


oleObject147.bin

image129.wmf
ï

ï

ï

î

ï

ï

ï

í

ì

=

³

³

+

³

-

£

-

£

+

2

,

1

,

0

4

2

0

2

12

2

12

2

1

2

1

2

1

2

1

i

x

x

x

x

x

x

x

x

x

i


oleObject2.bin

oleObject148.bin

image130.wmf
max(min)

5

3

)

(

2

1

®

+

=

x

x

X

f


oleObject149.bin

image131.wmf
ï

ï

ï

î

ï

ï

ï

í

ì

=

³

³

-

³

+

£

+

³

+

2

,

1

,

0

0

20

4

5

3

3

0

2

1

2

1

2

1

2

1

i

x

x

x

x

x

x

x

x

x

i


oleObject150.bin

image132.wmf
max(min)

3

)

(

2

1

®

-

=

x

x

x

f


oleObject151.bin

image133.wmf
ï

ï

ï

î

ï

ï

ï

í

ì

=

³

£

-

-

³

+

£

+

-

£

+

-

2

,

1

,

0

2

2

3

3

6

2

6

2

1

2

1

2

1

2

1

i

x

x

x

x

x

x

x

x

x

i


oleObject152.bin

image134.wmf
max(min)

2

3

)

(

2

1

®

+

=

x

x

X

f


image20.wmf
,

,

1

;

0

n

j

x

j

=

³


oleObject153.bin

image135.wmf
ï

ï

î

ï

ï

í

ì

=

³

³

+

³

-

£

+

2

,

1

,

0

14

3

5

2

11

2

2

1

2

1

2

1

i

x

x

x

x

x

x

x

i


oleObject154.bin

image136.wmf
max(min)

2

3

)

(

2

1

®

+

=

x

x

X

f


oleObject155.bin

image137.wmf
ï

ï

î

ï

ï

í

ì

=

³

³

+

³

-

£

+

2

,

1

,

0

14

3

7

2

12

2

2

1

2

1

2

1

i

x

x

x

x

x

x

x

i


oleObject156.bin

image138.wmf
max(min)

2

3

)

(

2

1

®

+

=

x

x

X

f


oleObject157.bin

image139.wmf
ï

ï

î

ï

ï

í

ì

=

³

£

+

£

-

³

+

2

,

1

,

0

13

3

18

2

10

2

2

1

2

1

2

1

i

x

x

x

x

x

x

x

i


oleObject3.bin

oleObject158.bin

image140.wmf
max(min)

2

3

)

(

2

1

®

+

=

x

x

X

f


oleObject159.bin

image141.wmf
ï

ï

î

ï

ï

í

ì

=

³

£

+

³

-

³

+

2

,

1

,

0

13

3

10

2

10

2

2

1

2

1

2

1

i

x

x

x

x

x

x

x

i

f


oleObject160.bin

image142.wmf
max(min)

3

4

)

(

2

1

®

+

=

x

x

X

f


oleObject161.bin

image143.wmf
ï

ï

î

ï

ï

í

ì

=

³

£

+

³

+

£

+

2

,

1

,

0

10

2

2

2

10

2

2

1

2

1

2

1

i

x

x

x

x

x

x

x

i


oleObject162.bin

image144.wmf
max(min)

2

3

)

(

2

1

®

+

=

x

x

X

f


image21.wmf
)

,

1

;

,

1

(

,

,

n

j

m

i

c

b

a

j

i

ij

=

=


oleObject163.bin

image145.wmf
ï

ï

î

ï

ï

í

ì

=

³

£

+

³

-

³

+

2

,

1

,

0

14

3

12

2

12

2

2

1

2

1

2

1

i

x

x

x

x

x

x

x

i


oleObject164.bin

image146.wmf
max(min)

5

3

)

(

2

1

®

+

=

x

x

X

f


oleObject165.bin

image147.wmf
ï

î

ï

í

ì

=

³

£

+

£

+

2

,

1

,

0

8

2

3

5

2

1

2

1

i

x

x

x

x

x

i


oleObject166.bin

image148.wmf
max(min)

2

3

)

(

2

1

®

+

=

x

x

X

f


oleObject167.bin

image149.wmf
ï

ï

î

ï

ï

í

ì

=

³

³

+

³

-

£

+

2

,

1

,

0

14

3

5

2

11

2

2

1

2

1

2

1

i

x

x

x

x

x

x

x

i


oleObject4.bin

oleObject168.bin

image150.wmf
max(min)

3

)

(

2

1

®

+

=

x

x

X

f


oleObject169.bin

image151.wmf
ï

ï

î

ï

ï

í

ì

=

³

£

-

£

+

-

³

+

2

,

1

,

0

2

2

2

12

3

2

2

1

2

1

2

1

i

x

x

x

x

x

x

x

i


oleObject170.bin

image152.wmf
max(min)

3

)

(

2

1

®

+

=

x

x

X

f


oleObject171.bin

image153.wmf
ï

ï

î

ï

ï

í

ì

=

³

³

-

³

+

£

+

2

,

1

,

0

1

3

5

,

0

5

2

1

2

1

2

1

i

x

x

x

x

x

x

x

i


oleObject172.bin

image154.wmf
max(min)

2

4

)

(

2

1

®

+

=

x

x

X

f


image22.wmf
)

...,

,

,

(

2

1

n

x

x

x

X

=


oleObject173.bin

image155.wmf
ï

ï

î

ï

ï

í

ì

=

³

£

-

£

+

-

£

+

2

,

1

,

0

10

2

9

3

18

3

2

2

1

2

1

2

1

i

x

x

x

x

x

x

x

i


oleObject174.bin

image156.wmf
max(min)

4

2

)

(

2

1

®

+

=

x

x

X

f


oleObject175.bin

image157.wmf
ï

ï

î

ï

ï

í

ì

=

³

£

-

£

+

-

£

+

2

,

1

,

0

0

3

2

2

11

2

3

2

1

2

1

2

1

i

x

x

x

x

x

x

x

i


oleObject176.bin

image158.wmf
max(min)

2

)

(

2

1

®

-

=

x

x

X

f


oleObject177.bin

image159.wmf
ï

ï

î

ï

ï

í

ì

=

³

£

-

³

+

£

-

2

,

1

,

0

0

2

2

1

2

1

2

1

2

1

i

x

x

x

x

x

x

x

i


oleObject5.bin

oleObject178.bin

image160.wmf
max(min)

4

2

)

(

2

1

®

+

=

x

x

X

f


oleObject179.bin

image161.wmf
ï

ï

î

ï

ï

í

ì

=

³

£

-

£

+

£

+

-

2

,

1

,

0

15

3

12

2

3

2

1

2

1

2

1

i

x

x

x

x

x

x

x

i


oleObject180.bin

image162.wmf
î

í

ì

³

=

®

=

0

max,

)

(

X

B

AX

CX

X

f


oleObject181.bin

image163.wmf
ï

î

ï

í

ì

³

=

+

+

+

=

+

+

+

®

-

+

-

=

0

,

,

,

11

2

3

5

7

2

3

max,

2

3

5

)

(

4

3

2

1

4

3

2

1

4

3

2

1

4

3

2

1

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

X

f


oleObject182.bin

image164.wmf
÷

÷

ø

ö

ç

ç

è

æ

¾

¾

¾

®

¾

÷

÷

ø

ö

ç

ç

è

æ

¾

¾

¾

®

¾

÷

÷

ø

ö

ç

ç

è

æ

-

=

-

=

4

3

1

0

1

2

0

1

1

1

4

7

1

0

1

2

1

1

2

3

11

7

2

1

3

5

1

1

2

3

2

1

1

1

2

2

C

C

C

C

C

C


image23.wmf
max

)

(

1

®

=

å

=

n

j

j

j

x

c

X

f


oleObject183.bin

image165.wmf
6

5

2

)

2

(

1

3

5

2

1

2

3

 

1

-

=

-

×

-

+

×

=

-

÷

÷

ø

ö

ç

ç

è

æ

÷

÷

ø

ö

ç

ç

è

æ

-

=

D


oleObject184.bin

image166.wmf
2

1

1

)

2

(

1

3

)

1

(

1

1

2

3

 

2

=

+

×

-

+

×

=

-

-

÷

÷

ø

ö

ç

ç

è

æ

÷

÷

ø

ö

ç

ç

è

æ

-

=

D


oleObject185.bin

image167.wmf
1

4

)

2

(

3

3

4

3

2

3

 

f

=

×

-

+

×

=

÷

÷

ø

ö

ç

ç

è

æ

÷

÷

ø

ö

ç

ç

è

æ

-

=

D


oleObject186.bin

image168.wmf
2

2

4

,

1

3

min

=

þ

ý

ü

î

í

ì


oleObject187.bin

image169.wmf
B

AC

X

X

-

=

'


oleObject6.bin

oleObject188.bin

image170.wmf
'

X


oleObject189.bin

image171.wmf
B

X

'


oleObject190.bin

image172.wmf
2

1

2

1

1

1

=

×

-

=

a


oleObject191.bin

image173.wmf
1

2

1

4

3

=

×

-

=

b


oleObject192.bin

image174.wmf
5

2

)

6

(

1

2

=

-

×

-

=

g


image24.wmf
,

,

1

,

1

m

i

b

x

a

n

j

i

j

ij

=

=

å

=


oleObject193.bin

image175.wmf
13

2

)

6

(

4

1

=

-

×

-

=

d


oleObject194.bin

image176.wmf
ï

î

ï

í

ì

³

=

+

+

+

+

=

+

+

+

+

®

-

-

-

+

-

=

0

,

,

,

,

,

11

2

3

5

7

2

3

max,

2

3

5

)

,

(

1

2

4

3

2

1

2

4

3

2

1

1

4

3

2

1

2

1

4

3

2

1

1

w

w

x

x

x

x

w

x

x

x

x

w

x

x

x

x

Mw

Mw

x

x

x

x

W

X

f


oleObject195.bin

image177.wmf
M

M

M

8

5

5

5

3

 

-

-

=

-

÷

÷

ø

ö

ç

ç

è

æ

÷

÷

ø

ö

ç

ç

è

æ

-

-


oleObject196.bin

image178.wmf
M

M

M

5

1

1

2

2

 

-

=

+

÷

÷

ø

ö

ç

ç

è

æ

÷

÷

ø

ö

ç

ç

è

æ

-

-


oleObject197.bin

image179.wmf
M

M

M

2

3

3

1

1

 

-

-

=

-

÷

÷

ø

ö

ç

ç

è

æ

÷

÷

ø

ö

ç

ç

è

æ

-

-


oleObject7.bin

oleObject198.bin

image180.wmf
M

M

M

3

2

2

2

1

 

-

=

+

÷

÷

ø

ö

ç

ç

è

æ

÷

÷

ø

ö

ç

ç

è

æ

-

-


oleObject199.bin

image181.wmf
M

M

M

18

11

7

 

-

=

÷

÷

ø

ö

ç

ç

è

æ

÷

÷

ø

ö

ç

ç

è

æ

-

-


oleObject200.bin

image182.wmf
3

7

5

11

<


oleObject201.bin

image183.wmf
5

/

1

5

/

11

11

2

5

/

2

5

/

2

=

<

=


oleObject202.bin

image184.png
Z7=4x1+7x—>max,
3 +2n % =27,
2 +4x,+x,= 28,
25435, +x =23,

+5.

20,





image25.wmf
.

,

1

;

,

1

,

0

,

0

n

j

m

i

b

x

i

j

=

=

³

³


image185.jpeg




image186.jpeg




image187.jpeg




image188.png




image189.png




image190.png




image191.png




image192.png




image193.png
-1




image194.png
el




oleObject8.bin

image195.png
T *ZZ*

e




image196.png
-




image197.png




image198.png




image199.png




image200.png




image201.png
Bs,bs=Y ar Y b=20




image202.png
> a=130£ Y b=110,





image203.png
30 20 0
0 5 5
0 0 20

0 0 10

)

20




image204.png
0 10 0 20
0 0 10 0
515 0 0
25 0 25 0





image26.wmf
max

)

(

®

=

CX

X

f


image205.png




image206.png
.

SRR R LA




image207.png




image208.png
.

SRR R LA




image209.png




image210.png




image211.png




image212.png




image213.png




oleObject9.bin

image214.png




image215.png
0 25
|10 o
20 0

00

20




image216.png




image217.png




image218.png




image219.png
(A"




image220.png
Hmepayus 0 Hmepayus 1 Tlran me omnTHMaleH,
B[S0 |80 |30 |60 |u;| B;|50 |80 |30 |60 zt“" KAK OffHa OLCHKA ABIA-
prea TIOTIOKHTEBHOM
Hi i 1).CTpouM  HOBBIH  IU1aH
5| (o d 0 5| 4| 1|durepamas 1). On sBigercs
4 ITHMATbHBIM.  CiiesoBa-
65 d 65 301135 | temmo, uexoanas T3 mmeer
-M | 60 B- |1 PIITHMAIBHBII [UTaH
0 0 30 35
4| 5| 6| 2|1 40 20 0 25
Y oShel @2 ss|a0 20| |2 1060 0 0
85 [40 |20 | 6| 2 L
25
1 10| 1] 3] 3]
70 60 3
1l 3| 3]-
10 2 -4 |-5
70 60
vo|3 (4 141





image221.png
Hmepayun 2

30 55 20 |4

5 1| 3|0
45 |20

30 |10





image222.png
20 0 0 45

X'={30 10 30 15|

07 0 0




image223.png
10

10

10

10

i

o

by

12

19





image27.wmf
,

0

,

...

2

2

1

1

³

=

+

+

+

x

B

x

A

x

A

x

A

n

n


image224.png




image225.png
Hmepayus 0 Hmepayual
10 (15 |15 |10 | Bl10 [15 |15 |10 |y
4 Ay
% 14155 || 10]0 14| 12| 10[0
12 s |6 12 |6 6
- % |3
6| 1 8|2 6| 10 8
19 15 4 19 15 4
0 - 3
7 8| 1| 105 8| 7| 10|2
7 7 7
-5 - o |2 2
2 M2 2 of Mo
12 flo o 12 |4 s
e MM [FM F1-M 1-M
v b 3 1|4 vy oo |8 |9 |10





image226.png
|

015 0 4
0070




image227.png
200

1500

o

28

17] 1004 50

500

150

5000 3 | 6

150





image228.png
Z a=3, b,

=




image229.wmf

image230.wmf
6

t

t

4

t

t

max

нв

min

ож

+

+

=


oleObject203.bin

image231.wmf
5

t

2

t

3

t

max

min

ож

+

=


oleObject204.bin

oleObject10.bin

image232.wmf
2

min

max

2

t

6

t

t

÷

ø

ö

ç

è

æ

-

=

s


oleObject205.bin

image233.wmf
(

)

2

min

max

2

t

t

t

04

,

0

-

=

s


oleObject206.bin

image234.wmf

image235.wmf
2

tij

s


oleObject207.bin

image236.wmf
2

T

tij

кр

Î

s


oleObject208.bin

image237.wmf
å

Î

s

-

=

2

T

tij

кр

д

кр

T

T

Z


image28.wmf
),

...,

,

,

(

2

1

n

c

c

c

C

=


oleObject209.bin

image238.wmf

image239.wmf
2

t

s


oleObject210.bin

image240.wmf
n

k

S

S

S

,

,

0


oleObject211.bin

image241.wmf
n

k

u

u

u

,

,

0


oleObject212.bin

image242.wmf
k

u


oleObject213.bin

oleObject11.bin

image243.wmf
1

-

k

S


oleObject214.bin

image244.wmf
k

S


oleObject215.bin

image245.wmf
)

(

1

-

k

k

S

W


oleObject216.bin

image246.wmf
(

)

(

)

(

)

n

n

n

u

n

n

u

S

W

S

W

n

,

max

1

1

*

-

-

=


oleObject217.bin

image247.wmf
(

)

(

)

(

)

(

)

1

*

1

2

1

2

*

1

,

max

1

-

-

-

-

-

-

+

=

-

n

n

n

n

n

u

n

n

S

W

u

S

W

S

W

n


oleObject218.bin

image29.wmf
)

...,

,

,

(

2

1

n

x

x

x

X

=


image248.wmf
(

)

1

2

1

,

-

-

-

n

n

n

u

S

W


oleObject219.bin

image249.wmf
(

)

(

)

(

)

(

)

k

k

k

k

k

u

k

k

S

W

u

S

W

S

W

k

*

1

1

1

*

,

max

+

-

-

+

=


oleObject220.bin

image250.wmf
n

P

P

P

,...,

,

2

1


oleObject221.bin

image251.wmf
ij

l


oleObject222.bin

image252.wmf
ji

ij

l

l

=


oleObject223.bin

oleObject12.bin

image253.wmf
ii

P


oleObject224.bin

image254.wmf
i

P


oleObject225.bin

image255.wmf
ij

ij

l

c

+

=

0


oleObject226.bin

oleObject227.bin

oleObject228.bin

image256.wmf
j

P


oleObject229.bin

image30.wmf
CX


image257.wmf
ji

ij

ji

l

c

c

+

=


oleObject230.bin

image258.wmf
ji

c


oleObject231.bin

oleObject232.bin

image259.wmf
ij

c


oleObject233.bin

oleObject234.bin

oleObject235.bin

image260.wmf
ij

ji

с

c

³


oleObject13.bin

oleObject236.bin

image261.wmf
ij

ji

с

c

<


oleObject237.bin

oleObject238.bin

image262.wmf
1000

0

=

S


oleObject239.bin

image263.wmf
i

i

y

x

,


oleObject240.bin

image264.wmf
i

W


oleObject241.bin

image31.wmf
X

C

,


image265.wmf
i

S


oleObject242.bin

image266.wmf
1

0

S

S

-


oleObject243.bin

image267.wmf
1

x


oleObject244.bin

image268.wmf
1

y


oleObject245.bin

image269.wmf
1

W


oleObject246.bin

oleObject14.bin

image270.wmf
1

S


oleObject247.bin

image271.wmf
2

1

S

S

-


oleObject248.bin

image272.wmf
2

x


oleObject249.bin

image273.wmf
2

y


oleObject250.bin

image274.wmf
2

W


oleObject251.bin

image32.wmf
B

A

j

,


image275.wmf
2

S


oleObject252.bin

image276.wmf
3

2

S

S

-


oleObject253.bin

image277.wmf
3

x


oleObject254.bin

image278.wmf
3

y


oleObject255.bin

image279.wmf
3

W


oleObject256.bin

oleObject15.bin

image280.wmf
3

S


oleObject257.bin

image281.wmf
4

3

S

S

-


oleObject258.bin

image282.wmf
4

x


oleObject259.bin

image283.wmf
4

y


oleObject260.bin

image284.wmf
4

W


oleObject261.bin

image33.wmf
.

...

,

...

...,

,

...

,

...

2

1

2

1

2

21

12

2

1

21

11

1

÷

÷

÷

÷

÷

ø

ö

ç

ç

ç

ç

ç

è

æ

=

÷

÷

÷

÷

÷

ø

ö

ç

ç

ç

ç

ç

è

æ

=

÷

÷

÷

÷

÷

ø

ö

ç

ç

ç

ç

ç

è

æ

=

÷

÷

÷

÷

÷

ø

ö

ç

ç

ç

ç

ç

è

æ

=

m

mn

n

n

n

m

m

b

b

b

B

a

a

a

A

a

a

a

A

a

a

a

A


image285.wmf
4

S


oleObject262.bin

oleObject263.bin

image286.wmf
1

5

x


oleObject264.bin

image287.wmf
1

3

,

0

x


oleObject265.bin

oleObject266.bin

image288.wmf
2

5

x


oleObject267.bin

oleObject16.bin

image289.wmf
2

3

,

0

x


oleObject268.bin

oleObject269.bin

image290.wmf
3

5

x


oleObject270.bin

image291.wmf
3

3

,

0

x


oleObject271.bin

oleObject272.bin

image292.wmf
4

5

x


oleObject273.bin

image34.wmf
max

)

(

®

=

CX

X

f


oleObject274.bin

image293.wmf
1

4

y


oleObject275.bin

image294.wmf
1

5

,

0

y


oleObject276.bin

oleObject277.bin

image295.wmf
2

4

y


oleObject278.bin

image296.wmf
2

5

,

0

y


oleObject279.bin

oleObject17.bin

oleObject280.bin

image297.wmf
3

4

y


oleObject281.bin

image298.wmf
3

5

,

0

y


oleObject282.bin

oleObject283.bin

image299.wmf
4

4

y


oleObject284.bin

image300.wmf
(

)

(

)

(

)

(

)

(

)

.

5

5

5

max

4

5

max

,

,

4

5

max

max

3

0

4

3

4

3

0

4

4

3

3

4

3

4

3

4

4

4

4

4

*

4

4

3

4

S

y

S

y

S

y

y

S

const

S

y

S

x

S

y

x

y

x

W

W

y

S

y

=

-

=

-

=

=

+

-

=

þ

ý

ü

î

í

ì

=

-

=

=

+

=

+

=

=

=

£

£


oleObject285.bin

image35.wmf
.

0

,

³

=

X

B

AX


image301.wmf
(

)

(

)

(

)

.

5

,

6

5

,

6

max

5

,

1

4

5

5

max

,

2

,

0

3

,

0

5

,

0

3

,

0

3

,

0

5

,

0

3

,

0

,

,

5

4

5

max

)

max(

2

2

0

3

2

3

3

2

0

2

3

2

3

3

2

3

3

3

3

2

3

2

3

3

3

3

3

*

4

3

*

4

3

2

3

2

3

S

S

y

S

y

y

S

const

S

y

S

y

y

S

y

x

S

y

S

x

S

y

x

S

y

x

W

W

W

S

y

S

y

=

=

+

+

+

-

=

=

ï

þ

ï

ý

ü

ï

î

ï

í

ì

=

+

=

+

-

=

+

+

=

-

=

=

+

=

+

+

=

+

=

£

£

£

£

-


oleObject286.bin

image302.wmf
2

,

2

2

3

2

3

S

y

S

x

=

=


oleObject287.bin

image303.wmf
(

)

(

)

(

)

(

)

1

1

2

2

1

2

1

0

2

1

2

2

1

0

1

2

1

2

2

1

2

2

2

2

1

2

1

2

2

2

2

2

*

4

3

2

*

4

2

25

,

7

3

,

0

95

,

6

3

,

0

95

,

6

max

3

,

1

95

,

1

4

5

5

max

,

2

,

0

3

,

0

5

,

0

3

,

0

3

,

0

5

,

0

3

,

0

,

,

5

,

6

4

5

max

)

max(

1

2

1

2

S

S

y

y

S

y

S

y

S

y

y

S

const

S

y

S

y

y

S

y

x

S

y

S

x

S

y

x

S

y

x

W

W

W

S

y

S

y

=

=

+

=

+

=

+

+

+

-

=

=

ï

þ

ï

ý

ü

ï

î

ï

í

ì

=

+

=

+

-

=

+

+

=

-

=

=

+

=

+

+

=

+

=

£

£

£

£

-

-


oleObject288.bin

image304.wmf
(

)

(

)

(

)

(

)

0

0

1

1

0

1

0

0

1

0

1

1

0

0

0

1

0

1

1

0

1

1

1

1

0

1

0

1

1

1

1

1

*

4

2

1

*

4

1

625

,

7

45

,

0

175

,

7

45

,

0

175

,

7

max

45

,

1

175

,

2

4

5

5

max

,

2

,

0

3

,

0

5

,

0

3

,

0

3

,

0

5

,

0

3

,

0

,

,

25

,

7

4

5

max

)

max(

0

1

0

1

S

S

y

y

S

y

S

y

S

y

y

S

const

S

y

S

y

y

S

y

x

S

y

S

x

S

y

x

S

y

x

W

W

W

S

y

S

y

=

=

+

=

+

=

+

+

+

-

=

=

ï

þ

ï

ý

ü

ï

î

ï

í

ì

=

+

=

+

-

=

+

+

=

-

=

=

+

=

+

+

=

+

=

£

£

£

£

-

-


oleObject289.bin

oleObject290.bin

image305.wmf
7625

*

4

1

=

-

W


oleObject18.bin

oleObject291.bin

oleObject292.bin

image306.wmf
0

*

1

=

x


oleObject293.bin

image307.wmf
1000

*

1

=

y


oleObject294.bin

image308.wmf
500

5

,

0

3

,

0

*

1

*

1

1

=

+

=

y

x

S


oleObject295.bin

image309.wmf
0

*

2

=

x


oleObject296.bin

image36.wmf
)

(

ij

a

A

=


image310.wmf
500

*

2

=

y


oleObject297.bin

image311.wmf
250

5

,

0

3

,

0

*

2

*

2

2

=

+

=

y

x

S


oleObject298.bin

image312.wmf
125

*

3

=

x


oleObject299.bin

image313.wmf
125

*

3

=

y


oleObject300.bin

image314.wmf
100

5

,

0

3

,

0

*

3

*

3

3

=

+

=

y

x

S


oleObject301.bin

oleObject19.bin

image315.wmf
100

*

4

=

x


oleObject302.bin

image316.wmf
0

*

4

=

y


oleObject303.bin

image317.wmf
850

0

=

S


oleObject304.bin

image318.wmf
900

0

=

S


oleObject305.bin

image319.wmf
1100

0

=

S


oleObject306.bin

image37.wmf
n

m

´


image320.wmf
750

0

=

S


oleObject307.bin

image321.wmf
800

0

=

S


oleObject308.bin

image322.jpeg




image323.jpeg
0.2




image324.jpeg




image325.jpeg




oleObject20.bin

image326.png
07 01 02
P=[04 0 06 |
02 05 03




image327.png
OSp,J <l
(1

Sp, =1
12

=




image328.png
)

Py =§p,m,-- (13)




image329.png
=20y 1<i<mel (1.4)
=




image330.png
= Zp.,pf; " (1.5)

=

p'(l.,.y z p(m—l) e




image331.png
40 = im0
H @i #))- @n




image332.jpeg




image333.jpeg




image334.png
p, =limp, (©), G=Ln) @3




image335.jpeg




image38.wmf
j

A


image336.jpeg




image337.jpeg




image338.jpeg




image339.jpeg




image340.jpeg




image341.png
P = HoPis
#ps,

AP

APy = My Prars @3.0)

AgaP,
Dot Pt =l




image342.png
Ay . A,
” :[H o, duke | Doiida | AR ] 62

Hy o Mol Moty HoHy s oo gy
A Ao il oAt

Pi=TPe P =T by = Pois Py = P 33

U T gy e 63




image343.png
P T
it
) 00
J cfll
(4.
1)




image344.png
P(T 2 1) = py(ty=e™ “42)
" Foy=1-¢" (43)
ILiotsocTs Bepostrocti {7) cyuaiinoli Bemtuumst T onpeensiercs popmyioli
f(0)=F/(t)=2e™™, (t>0),




image345.png
(1) ! @4
. o(l)=—.

1 . . S

M(T)= 5 D(T)





oleObject21.bin

image346.png
@) Py = (2307 e 60

4





image347.png
7
PA(T)=1=Py(T) =1~ (B(T) + B(T) + By(T)) =1 ~(e™* +;e‘ +%z‘):l—0,062:0,938,




image348.png
med =3k pSnp, @




image349.png
M) =i poss 48

L€ Py - 6€POAMHOCTD HAXOIICOCHIA ¢ O4epeOU | 3aA6OK;

o - Cpednee gpenn npedwieanun 3anexu 8 CMO;

. - CPeOHeE 6PeMA NPEGHSaNIA 34AGKI ¢ 0epedit (CCTH CCTh 0YCPEL);

Jns otkpeiTeix CMO cnipaBe/uiuBEl COOTHOMIEHUS

Topo = b Lo Q) @9)
% PR
- L
T, = 2, @10





image350.jpeg




image351.png
dpo() _
dr

ap, (1)
dr

=Apo(t) + up, (1),

=Apy(t) = up, (1),

Po()+ pi(1) =





image352.png
1)
52




image353.png
1 P
—p =~ 0625 =p=—L-=0375
Pose —pn—“p—O,ﬁZS, P =P =T .3




image354.jpeg




image355.jpeg




image39.wmf
÷

÷

÷

÷

÷

ø

ö

ç

ç

ç

ç

ç

è

æ

=

m

x

x

x

X

...

2

1


image356.jpeg




image357.jpeg




image358.jpeg




image359.jpeg




image360.jpeg




image361.jpeg




image362.jpeg




image363.jpeg




image364.png
{ =4, (i=0n-1)
wy=(k+ D, (k=0n=1).

©1




image365.png
2
—+L 2 Ly
po =1+ f + o +o+ PR (6.2)
3
=P (k=T.m). (63)

o




oleObject22.bin

image366.png
©4)




image367.png
[

©3)




image368.png
A:/I.Q:,{-(]—%'-pa} (6.6)




image369.png
©7




image370.png
a) p, (3)=("23)z 20177,

6) Pa®= Py )= p, s p, ) |1+12:2 (23T | o2
o 2003,





image371.jpeg




image372.jpeg




image373.jpeg




image374.png
A=k = (0= 0m), (7.1)
Bbipakenus Juisi GMHATBHBIX BEPOATHOCTEHH cocTosHMil paccmatpiaemoii CMO MOKHO
waiitn w3 (3.2) u (3.3) ¢ yuerom (7.1). B pesynstate nomyumm:
e 1-
L O R a2
n=ptpo. ) 13)
Tlpn p=1 Gopmysi (7.2), (7.3) npusmMAIOT B
1 _
p=n=g e=Tns) 4
Tlpu m = 0 (ouepesn ner) hopmysst (7.2), (7.3) nepexonst B opmyisi (5.1)  (5.2) wis
oaHokananbHOi CMO ¢ oTkasamu.
Tocrynusmas 8 CMO 3asBka nojtyuaet otkas B oocysxkusanmi, ecin CMO HaxoanTes B
COCTOSHHH S, T.€. BEPOSTHOCTH 0TKA3a B OOCHY KHBaHHH 3asBKH PaBHa

Poe=pmn1 =p"'po. (7.5)
Ormocutensas nponyckHas criocodHocts CMO pasha
0= pose=1-pox=p""po, (7.6)
2 aGCOMOTHAA IPONYCKHAA CTIOCOGHOCTH paBHa
A=10=1(1—p" o). 1)

CpetHee HHCIO 3A5BOK, CTOSIIX B 04€Peti Lo, HAXOMHTCS 10 dopmyste (4.8)
Low=1py+ 2p3+..4m - pry
1 MOKET GhITh 3AITHCAHO B Bitle

L,-pt 2 o 78)
Tlpu p =1 Gopmyna (7.8) npurmMaET B
L _mms))
w2y (p=1) (7.9

Loge- CpesHee aHeo 380K, Haxoasuxest 8 CMO, naxoautes o opmyse(4.7)
Lose=1p1+ 1:p2 + 2ps+oeAm Pt = p1 + Lou
M MOXET OBITh 3aIUCAHO B BHJIE

L= (7.10)
Tpn p =1, 13 (7.10) noxysmm:
m+m+2
L, =2 rnre =1
= PV (7.11)




image375.png




image40.wmf
max(min),

)

(

®

=

CX

X

f


image376.png
L, ~(15) -W-MBI ~3457.




image377.png
=23 un,





image378.jpeg




image379.png
0=puc=1. 83)
AGCOTOTHAA MPONYCKHas CIOCOGHOCTS paBHa

A=7-0=0 (84)
Cpestee HCIIO 3a4BOK B 04epe/t TI0AYHM U3 opMytbi(7.8) pu m — o

L,=2—. @®.5)

CpenHee 4HCIIO 0GCITYKHBAEMBIX 3a5BOK €CTh
Ly=p-0=p. 8.6)
a cpenee unCI0 350K, HaxoxAumxes B CMO, pasio

Lo,=L, +Lﬁ=£, 8.7




image380.png
p___075
1=p 1-075





image381.png




image382.jpeg




image383.jpeg




image384.jpeg




image385.jpeg




oleObject23.bin

image386.jpeg




image387.jpeg




image388.png
©.1





image389.png
©2)

©3)




image390.png
Farae 4




image391.png
P = Pasn == 10 ©.5)




image392.png
0= Pose =1~ Ponc =
2 a6coMIOTHAY NPOIYCKHAZ CTIOCOGHOCTS —
A-2.0-2 [17 P p_] ©7)

et

P ©6)





image393.png
' 1=(p/n)"[1+m(1=p/n)]

©8)
W=pin) P





image394.png
ﬁp] ©9)





image395.png
©.11)
9.12)
(9.13)
(9.14)

9.15)




image41.wmf
.

0

,

)

(

³

³

£

X

B

AX


image396.png




image397.png
il
37331

Pow =




image398.png
O0=Pose =1 — por 0,145 =0,855.
Cpejtiee 4MCIIO MaLIMH B 04epe HaxomuM 1o Gopmyse (9.14):
3 45 145
EREREED
Cpetiee Bpems NPeOHIBAHNS MALIMHBI HA CKIAZIE HAXOMMM 110 dopmye (4.9):
o L, QO (451 0855
AR DU -

~145 MAIIIH, T.€. CYIECTBEHHO MeHblle m = 4.





image399.jpeg




image400.jpeg




image401.jpeg




image402.png
Jil (10.1)
1
P ,
[H +p2+ (: |) Ti=1) n-p

P T




image403.png
»’
=P

3

1,2.).

(10.2)




image404.png
(10.3)





image405.png
o
L= __p.
Sl
Cpejtee HCI0 00CAYKUBACMbIX 3aABOK Lo, ONIPECHACTCA (HOPMYIIOH
Le=p. (108)

(10.7)




oleObject24.bin

image406.png
(12,0 0 LN ggsss
P T T ) T

24




image407.png
50,0555 ~ 0.87.




image408.png
%}uun ~2,163un,




image409.jpeg




image410.jpeg




image411.png
S0 855 S = Spem Sk = S, e =T); Sy = Speis (e =n+T+m).
Ao (k=0n+
s ) (e=0m=1) u,>nulk=n+t, (k=nmem=1) a.n

Buipawkenna Uia QUHQIBHBIX BepOATHOCTS Jierko Haiiti u3 dopmyn (32) n (33) ¢
yugtow (11.1). B pesynbTate nogysm:

(112)

(11.3)

(11.4)





image412.png
i s
“10+16)

p.:gp.«:p.- (11.5)





image413.png
(11.6)
—p
=Puim

Pom

(n+18)

=




image414.png
Q =P =P =11, ”(n 1/3) an

a aBCOMOTHA NPOMYCKHA CIOCOOHOCTS
4=20. (11.8)




image415.png
(11.9)




image42.wmf
0

³

X


image416.png
L=k pt 2 b (11.10)

Cpenuee Bpems mnpeGbiBanms 3asskn B CMO CKIAIbIBaeTCs M3 CPEIHErO BpPEMEHH
0)KHMJIAHUS B OYEPE/IN H CPEITHETO BPEMEHH 00CITYKHBAHUS 3ASBKH, T.€.

Q2
St (1L11)

26




image417.png
1323

*1(10)’*1(|o)’ w03, (10/3)* . (10/3)*
I3) TE) 3412 GH10)3+22) (3+1-2)(3+2-2)3+3-2)

%]} 00433
(3+1-2)3+2-2)(3+3-2)3+4-2)




image418.png
3
ne %7 0,043320,1444; p, = '(13“) -0,043350.2407;

1(10
=pyag(o| 0433202674;
Pa=ps 3!(3) 5 2674




image419.png
(|0/3)’

14 =02674: 35 < 01783
(|0/3)’ R
02674 —————~——— ~0,0849
Pea =067 T 32y T O
(10/3)° .
L W) E P25 E PS5 R
s
Pt 20,2674 (10/3) ~0,0095;

(3+1-2)3+2-2)(3+3-2)(3+4-2)




image420.png
09995 i+ 100 = 30n.





image421.jpeg




image422.png
Sg = Suvmany; Sc = S, (k=0m=1);
Aok, k=0m1) A —>(m-n)a, (Ir n,m]}

wou (e=0m=1) (zn




image423.png
n ={l+np+m(m—l)ﬂ’ (=), J—n=D)gP (.. -1 (- M}

I=(m-n)-p
(122)

rae p# 1(m - n),
pe=mim-1).Jm—(n-1]p*- p,, (123)
Pus=p.m-nyp', (124)





image424.png
(m=n)
ZP...’P. [ )p]H -(m=n)-p (125)
Ti=(m=n)p
Hockonbky omasa B oScIyABANIN 1Bk T, To Py = 0 1 oTHOGHTCIbNAA
npomyckHas criocoGHoCTs O pasHa
0=puc =1 -pom=1, (126)
a a6comoTHAY NPOIYCKHAZ CTIOCOGHOCTS
28




image425.png
E=§m iZk-m(m—l)--[m—(k—l)]rf s (128




oleObject25.bin

image426.png
Cpetiee 4HCIIO0 3a51B0K, HAXOMAMXCS B 0uepesti (Lo,), Haiinem o gopmyse(S.8):
Ly =2 i Pui = Pu- 2 i-(m=n) - p (129)
& &

1y, TO CpejHee UHCIIO 3aABOK,

TIOCKOIBKY CPEIHEE HHETO OOCTYKHBACMBIX 3%BOK L,
Haxomuixes 8 CMO, pasto

L, =n+L, (12.10)
Cpenuee Bpems, nposoanMoe 3asBkoii B CMO pasro

el At (12.11)

“ 2w 2

Tipn p = 1/(m - n) B nocaeARem craraeyom B (12.2) BOSHHKACT HCONPEACIEHHOCTS THIIA
0/0. PackpsiBas 5Ty HEONPEACIEHHOCTs H OTMEHAA WITPHXOM COOTBETCTBYIOUIHE BETHNHHbI,
oy

PO PP Y o W i ) 3 2
m-n (m n? (m—n)" ( )
=m(m=1)..fm~(n~1)]- (m ") (12.13)

Pr=Pin (12.14)
Pow = (m -n)p, (12.15)
nl zk mm -1)...[m-(k-1)} (12.16)

(m 'l)‘
L., =5(m7n)(m7n+l)p_ (12.17)




image427.png
> 3 4 5
Po l+20 +20 19- ( ) +20-19~18-( l) +20-19-18-l7-[ I) +20-19-18-I7-16-(l) +
20, 20, 20, 20,

a

.,(E]
+20-19-18:17-16-1 l‘i ~0,1463,
n) o

20

=, ~20.19.1817 .16- [ J £0,1463 = 0,085

-BCPOATHOCTS TOTO, UTO 3AHATHI BCE TKAMHXH.
BeposTHOCTS 00pasoBais osepen Kaxomny 1o dopyyae(12.5):

5
1-(15
Do < 0085 - (2") 5.k 2025,
o 01 -5 20




image428.png
Cpejiee HHCIIO TKAUHX, 3aHATHIX 00CITY/KHBAHUEM CTAHKOB HAXOM 110 hopmysie (12.8):

2 3 4
=~ l-20-i+2-20-19-(i +3-20-l‘)-18-(l +4-20-19-18-l7-(l +
20 20, 20, 20,
1

s
+5-20-l9-18-l7-16-(%) ]-0,146}:1,65




image429.png
L, :0,085-[1-[%)44(%)2 +3-(%]]+ ,,+15-(%]'5 120785




image430.png
3
P = Y PuPi2 =PuPia* P+ P+ PPy =07-01401-0+02:05=017.
&




image431.png
Auanornno Py = Zp..p“‘

=




image432.png
piu pi:
s
P = ZPuPi =PaiPia +PuPn + PP = 04:0,140-0406-05 =034

:
P =Y Pubia = PP+ PP+ P3Py =0-0,140,5.040,3-0,5=0,15
=




image433.png
PR = pupd + popl + pupll =0,7-0,17+0,1-034+0.2-0,15=0,183.




image434.png
PuPraePu
po|Pupn

PuPraPrn




image435.png
P™=p"

(1.7)




image43.wmf
k


image436.png
0<gsl; i'l. =1

Am (m) (m) (m):
OGosmauum uepes 0" =(g".¢\"..q\




image437.png
o™ =0-P". -
(1.8)




image438.png
07 01 02
0V=0-P=(07;0;03)-|04 0 06|=(07-0,7+0-0,4+0,3-0,2;0,7-0,1 +
02 05 03
+0-0+0,3-0,5,0,7-0,2+0-0,6 +0,3-0,3) = (0,55; 0,22; 0,23).




image439.png
07 01 02
0"=0-P=(0,7;0,03)-[0,4 0 0,6 |=(0,519;017;0,311)
02 05 03




image440.png
e+ 80 =pu(0) (1 - iz M) + pa() (1 = D A0+ ps(0) (1 = by At); =
Pt A = pi(0) = (Pr(0) iz + pa() han + ps(0) K1) Ar=

P(t+A)=py(t)
AL — api()+ha1pa(t)+Daps(t).
l'lepexo)u Kk npezienty At — 0, noyunm
dr
57= —ApPy+ Anpy+ Ay ps.
'AHAIOrHYHO, PACCMATPHBAs BepuIHHbI rpada Ss i Sy , NOMydHM ypaBHEHHS
Y

= APy Anpst Anps,
& 2Py~ APyt Anpy

@3

6




image441.png
Doy 2, @




image442.png
APy + APy + 251 Ps
Pt Pt Py
(A +44,)p.





image443.png
OTBCT: BEKTOp COCTOHILA CHCTCMBI B CTALHOHAPHOM PEXIME PaBeH P





image444.png
.7 01 01 01
2 06 0 02
=l o o5 o3
0 03 0 07

6 01 01 02|
107 0 02

lPd=l1 o1 a5 03
0 01 0

8020 0

05 01 02

=k o1 o5 02
0 05 0 05

0 01 01
010 ol
IPl=ls 61 02 o
00 05

6 01 02 0

o1 0 ol
lPd=7 02 o1 o
4 01 04 m

Pi(0)=08: p2(0)=02.

P20)=0.8; p3(0)=0.2.

PA0)=0.4: ps(0)= 0.

P1(0)=0.9; p(0)=0,1.

PA0)y=0,7; p3(0y=03.




image445.png
S

Ind+

Pi(0)=0.8; pu(0y=0.2.

coge

©
cgeo
geoge

)02 0 0]
6 04 0 0
8 01 01 0
4 01 0 03]

Ip.l<| Pi0)=09; pa(0)=0,1.

03 002
60400
lpd=lo7 o1 o1 of
0 0 02

P2(0)=0,7; ps(0)=0.3.

90 0 01
-z o o3 5| PO=05:p0=05.
102 0 07
7030 0
- 4 04 01 01
Pil=los 02 02 0
01 o1

PA0)=0.4; p3(0)=0,6.




oleObject26.bin

image446.jpeg




image447.jpeg




image448.jpeg




image449.jpeg




image450.jpeg




image451.jpeg




image452.jpeg




image453.jpeg




image454.jpeg




image455.jpeg




image44.wmf
0

³

+

k

n

x


image456.jpeg




image457.png
3/n

100|
150]
200|

300]
350]

K-80ya.

20|

~o 0





image458.png
Octosme

@opuyne
Mpasonmcarne
Conpancrne
Hononsumensro

Hacrpoiika




image459.png
ynpasnerme:

Hagcrpoiicn Excel

Depeimu...





image460.png




image461.png
g Avans garr

Avanas




image462.png
AHanM3 AaHHBIX - .

crpynersl aranssa
Ticrorpania

(Cronsssuee cpearee
enepatyn cryvaiinsix wicen

e

Bubopra

Maprsi g8yxeefGoposrsii t-rect ans pearx
lsyGe0p0sri -Tec ¢ ogaKOBLIM AUTEPTISIA
leyxeiB0postaFi -TeCT C paamtaH AUETIEDCHA
LeyxeniBopoati 2-Tecr Ana cpearix.





image463.png




image464.png
3
a
s

7
B

10
1
12
13
1

B c D 3 F G H !
[BeiBOA MTOTOB
Pezpeccuonas cmamucmura
MHoecTaenHbii R 0,868736918
R-keagpar 0,754703833
6 |HopmupoBassbili R-keanpar | 0,693379791
CrannapTHan owntka 9,710083125
Habnionerun 6
Dvcnepcnonmsii ananus
df S5 s F___auwumocmsF
Perpeccnn 1 1160357143 1160,357143 12,30681818 0,024714
Ocrarok 4 3771428571 94,28571429
vroro s 15375
Cmardapm HusxHue  Bepxaue Huwwue Bepxiue
Kosbepuyuenme Hos owubka  t-cmomucmuka P-3navenve  95% | 95%  950%  950%

16
17
18

Y-nepeceuenne
NepemenHan X 1

64,14285714 11,17212274
_0,162857143 0,046423077

5741331225 0,004560379 33,12407 95,16164 33,12407 95,16164

_3,508107493 0,024714164 -0,29175 -0,03397 -0,29175 -0,03397




image465.png
A B
oo
spemnpaborsr| o I8
y e, ic. | O
2 05| 73]
3 [ 775
4 07 7,25
s 0] 74
5 03] 7,9)
7 1 B
s 1.1] 53]
s 12| 4]
10 13 835
1 14] 855
2 15) 7]
5 156] 5]
14 17| 28





oleObject27.bin

image466.png
| =KOPPEN(A2:A14;82:814)

~ s Lelo

Crem
obenywwe.,
Thic.pyb.
7,5] 0,92a771]




image467.png
1
2 |cron6en1 1
3 |cron6en2 092477117 1|





image468.png
A B c
Uenaza ":‘;';
1 AP | covs.
2 n X Y
3 1 13| 520
4 2| 13| 550
s 3 15| 600
5 4 15| 610
7 5| 16] 620
s 6| 2 724
s 7] 2 680
10 5| 14| 300
1 9| 40 962
12 10| 1| 270]





image469.png
Mone koppenauun

)

1200 4

-ghd-

§ &
.

N

“weYodu waago

o

50

20 30

Lenasa eamnuy, py6.

10

o




image470.png
Yaanute,
BogcranosuTs GopuaTposanie Cruns

Vsenvs Tin guarpanis 415 pasa.

el & v

Buspats Aase.

Mosopor ogmenHof Guryps:

oA ganHex





image471.png
Sopuer e ot e A
e e | napaveetps nvan tpensa

User nvan Tlocrpoere nivaw Tpenaa (armpoxamauys  rraxEaHE)

T s

Tens

[ [
)





image472.png
Mone koppenayun

= 19,706x + 228,59
R=05782__{%

#L R—

N —— Nuneiivan (Mone
* voppenaum)

§

Ofvem npopa, Toic. py!
gegt

8

o

Lenasa eamnuy, py6.




image473.jpeg
pre—
sosep padoero

BripaboTsa npoRyKIH
22 cyeny, .

Y e

B o

130
60
70

110
90





image474.png
a
ay

a5

a,
ay,

ay




image475.png




image1.jpeg




image45.wmf
³


image476.png
Ta6auya 14.1
B, .. B ..B,
A |ay .. ay . aw

@y ... Gy ... Gn

Aut oo Gy o Gy

(14.1)





image477.png
o= max min ay.
]




image478.png
/= min max ay.




image479.png
“w = oo
<+ w oA

Tre o

R
NG




image480.png
_ Tabruya 14.2

B B, B Bi|a
4|2 3 4 5 3
403 7 8 4 3
405 1 3 7 1
404 6 2 9 2
A5 7 8 9





image481.png
= min max a;=min f=min(5, 7. 8, 9)=5.
un. ma o





image482.png




image483.png
© oA
oot o

o ~ ©




image484.png
o= max o=max(5,1,-4)=5, fi=min fj=min(9.5.6,8)=5, v=0=p=5.




image485.png
Tabauya 14.3

Bi B, By Bi|q
4, ]9 5 6 1 5
4|1 4 3 8 1
45 |6 3 2 -4 -4
p 19 5 6 8





oleObject28.bin

image486.png
220 (=1,om)m 3 p =1

=

:qn), Tae ;20 (=1.....n) 1 iq/ =1).
=




image487.png
XX a,p4;-

=yE

fp9)




image488.png
L0 0* ) 0* ).




image489.png
(14.4)

(14.5)




image490.png
ZZ%M <‘<ZZM 4 (14.6)

[=wEl =t




image491.png
47(q13/ 41 i G-
Tlomysmnm

> apa,- Z%Zw Zap>vr

—~=




image492.png
ZZ%M/ Zq;Zw ZZq, -VZq/-Vl-V

FEi=1

re. > Y apq,2v.
prlext




image493.png
Y apa =Y pYad <Y py=1v=v,
=F] R &

Te Y Zavp,q'/ <

it




image494.png
Sp=luYg-=l
& =




image495.png
ZP S

=





image46.wmf
£


image496.png
). 14.7)





image497.png
L3
PIICH X

pirnt

y=




image498.png
(14.8)





image499.png
E
S¥ap
e

=




image500.png
a,p"2v (=L....n)





image501.png
¢ " Tonymy

=

Sbap ¢S p 2bve S pT G=hn). (14.10)

=

Tax kak 3" p’ =1, cootromene (14.10) npmver ez

=

S (bay +0)p” 2bvie G=1,..m)

=t

HITH

S (bay + )" 2V G=,...m),




image502.png
!

12
2 43010
6 71
365 4

5
2 43010

-25
1

4
1
3
1
2




image503.png
4-25127

2 43010
5 .
1 365 4

1
3
2




image504.png
Mo — w

R

+ ~ oo
il




image505.png




oleObject29.bin

image506.png




image507.png
S,

=




image508.png
By B, B
2 3 -1
4 2 6





image509.png
.
=

Prc.14.1. Tpadiricckoe pemerme Hrpsi 2x7




image510.png
Wy

42p
24p
6-Tp





image511.png
Puc.14.2. Tpadirieckoe peimierisie Mrpsi i3 IpH-
aepa §




image512.png
113 ypasHermA nptoft 2,

3 ypaBHeRmA IpAMOH 3.





image513.png
g

Fl+4g

l6-4¢





image514.png
i




image515.png
\\VA

¢ 1

o

Puc.14.3. Tpadirecxoe pemenne mrps mx2




image47.wmf
r

x


image516.png
max(angtan(l-q))

Teiem




image517.png




image518.png




image519.png
ws

“1+4g
3-4g





image520.png
Prc.14.4. Tpadiraccxoe pemene Arps i mpa-

Mepa 6
1B; W4
1 1+4p
2 -4p





image521.png




image522.png




image523.png
Pyt APyt Oy, 2V,
APy +Oppy et 0Py 2V,

0Py + Gy Py + ot G Py 2V,
rae pripot..Apy=1: p20 (i=1,....m).





image524.png
{“n’ll*"lnq:* +ag, <v.

o +ong, +t o, <v.

l%q. @y +ot U, S,

[e qi+gat.. +ga=1: 20 (=1,...n).




image525.png
e

e

OyX + 0y X+ X, 21,
G+ ot 2L,

0%+ O ot Gt 21

Xt A1

i+ O, +ot Oy, S

oy, + o,

i}y +Apay oot Gy S1.

Yt A=A 120 (=1,

220 (i=1,....




oleObject30.bin

image526.png




image527.png




image528.png




image529.png
Jns Hrpoka 4: JUna urpoka B:

Z=xkxytxs—>min, 1Hyytysomax,
30,49, + 70 21, 3, +6y, +8y, <1,
6x, +4x, +5x, 21, 9y, +4y, +2y; <1,
8, +2x, +4x, 21, Ty, +5y, +4x, <1,

X 20 (i=1,2,3), 220 (7=1,2,3).




image530.png
Tabauya 14.4

CeoGoauete | BasHCHBIE

X |x X X

n X
M T M
Ya Vs |Vs [V |V2 | V3

BasucHble CgoGomHbIe





image531.png
33,463, +8

N +4Y, +2¥;+);

Ty +5y,HAg +y, =1,
320 G=1,....6).





image532.png
Hmepayus 0 Hmepayual

BIIyy Wy s s P 1O | BIT s o jvs s s ps P O

w F1 |1 F1 e W 12| /3 J1/6 0 0 /6
B L 1I/6] p2 121 4/3 [1/6 |0 |0 /6 [1/3
2 1 no1/4 s |7 F10312/31 o /3 [1/21
o3 o s s [0/2 B/3 F5/610 [1 1/6 [1/27

(1/27; 4/27; 0; 0; 2/27; 0). TIpH 3ToM W*=5/27.





image533.png
ayus 2

b

17/27

R27

/9

28/27

727

1/9

202727

17/27]

1479

16/27

EEEE

5/27

R/





image534.png
;x)=(2/27; 0; 1/9; 0; 0; 17/27),
7*=5/27.




image535.png




image48.wmf
.

0

,

0

,

³

¢

¢

³

¢

¢

¢

-

¢

=

r

r

r

r

r

x

x

x

x

x


image536.png
pi=27/5-2/27=2/5, p;=27/5-0=0, p;=27/5-1/9=3/5,
g¢; =27/5-1/27=1/5. 7/5-4/27=4/5, ¢; =27/5-0=0.





image537.png
By

By

Ay





image538.png
z+%=%=z,s H3 ypaBHeHHs PO 3,

-
44.%=?2 =25 13 ypasmerms mpavolt 4.




image539.png
A

Wz

3q
4-2q





image540.png
—
N o o~

c o
ALY




image541.png
B

A(3330) mmem® el

T ois12 \-mm(Q(l))._(:) on netd)

Q4
WIG) = (Ay g = Ay )x+ Ay | W2 = (&) 5- A o)
W) = (A 4= Ag x4 By g

4

3

3| P=miny p=3
4,

a=2  25v$3

x+ A,
2.2 W) = (A 3- Ay ) x+ Ay 5

s = s + 51 g2

Pl vim Wipl) v=24

BE =Yy b=l =i ey 55 @ed geeioa

Kb ve=24 pm(pl p) gm0 0 3 gd)

p=(04 06) q=(000802) v=24

Puc.14.5. Pemenye urps1 2x4 ¢ noMomeio MathCAD




image542.png
QRN
15) im12

A j : ....(,.‘-’)..(:] Pmmach) p=3
26) QeAT imim = male?) !

wm2 25vE3 Wi (A <A re A, T2 | ST
-,

WA = (A = Agaly + Ay WA = (Mg = Ay 4 Ay WA = Ay

A7+ A

a=) @=t-a vewia

Wity) = Wiy) solve, 3

ve2s
U@ m-B+3 2D =D u(o--zm..m.-a‘z p|-§ Br1-pt

Kl v=26 pm(pl 0 B3 0) a=(al @)
V=16  p=(02 008 0) q=(06 04)

P

14.6. Pemenne urps 4x2 ¢ novomsio MathCAD





image543.png
3 -1 -5 -6

-2

-2 0 -5 -6

-7

|




image544.png




image545.png




oleObject31.bin

image546.png




image547.png
175959‘2(591105343055‘4(33-154
54233J7s1sz 44402J\—35145
7 4 4 6—3740—1558(4 463
6 -67 -39 76—575 133 21165078
910-10 10 411433_1211(2-350
34011 o-sz-z-l 3322 1) 73 2 -4 222
13( '15’514’2"3]15[“2 1]w(s-zzst‘
RPN Ly e L 307 -5 -3
]75 780909 x’s -1 2 16‘19’3 2 - ‘ o3 -4 1 -3 -5}
98112 6 -2 48 2 -4 01 I( 2 6
11[427372235415]23(31171( sxw

v 57)

55253 55343
2597253712670317327(|5—347113337l7A7W
1010 168 -3)7 o 161 1) (65 5 1 4) 54532

(2 3 11 330(14 5341 4)31/2155‘31'4142‘1
34023703 3354 4) lr234a2 (1 1000

00120 3 Dsy2 13 5 Bagrs 35 gm0 3 102
221 1 - 5233 402 313 s 0s

IEIR!
33574 143





image548.png




image549.png




image550.png
2

13 n4 15





image551.png




image49.wmf
(

)

.

)

(

max

)

(

min

X

f

X

f

-

-

=


oleObject32.bin

image2.jpeg
Dusnuccrue

HHTepakTuBhEE

Ananoropsie




image50.wmf
2

=

n


oleObject33.bin

image51.wmf
1

x


oleObject34.bin

image52.wmf
2

x


oleObject35.bin

image53.wmf
max(min),

)

(

2

2

1

1

®

+

=

x

c

x

c

X

f


oleObject36.bin

image54.wmf
,

...

,

,

2

2

1

1

2

2

22

1

21

1

2

12

1

11

m

m

m

b

x

a

x

a

b

x

a

x

a

b

x

a

x

a

£

+

£

+

£

+


oleObject37.bin

